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A Method for Localizing the Eye Pupil for Point of Gaze Estimation 

By Narayan Panigrahi, Kiran Lavu, Sai Krishna Gorijala, Peter Corcoran, and Saraju P. Mohanty 

Estimating gaze point through localization of the pupil in the image of the eye through optical eye-tracking during 

opto-ocular motion of the eye possess many challenges. This article discusses a method to estimate point of gaze on 

a screen using non-intrusive eye tracking. A modified web camera is used to obtain centre of pupil and is processed 

further to obtain the point of gaze. 

1. INTRODUCTION

Estimation of point of gaze in a scene presented in a digital screen has many applications such as fatigue detection 

and attention tracking. Some popular applications of eye tracking through gaze estimation is depicted in Figure 1. For 

estimation of point of gaze it is required to identify the visual focus of a person within a scene. This is known as eye 

fix or point of fixation. Finding the point of gaze involves 

tracking of different features of human eyes. Various methods 

are available for eye tracking. Some of them use special 

contact lens [1] while some others use electrical potential 

measurement [2]. Optical tracking of eyes is a non-intrusive 

tracking technique which uses a sequence of image frames of 

eyes recorded using video capturing devices. This technique is 

popularly known as video oculography (VOG). Different 

techniques used in VOG for the purpose of eye tracking are 

pupil-corneal reflection vectors or Purkinje images [3], pupil-

eye corner vectors [4]. 

All of these techniques successfully work only if two or 

more features of eyes are detected accurately. This increases 

the computational complexity thereby limiting the speeds of 

eye tracking systems. Some commercial eye tracking equipments available in the market are Eyelink-1000, SMI, Tobii 

glasses. The cost of these systems is quite high and therefore can be used only for research purposes. In this article a 

low cost system is proposed that uses a modified web camera to obtain fixation points of subjects within a scene using 

centre of pupil. The system is capable of generating 25-30 frames per second which is sufficient to compute the 

position and size of pupil in the pixels. Eye tracking and gaze position estimation has many applications. 

2. PREVIOUS RESEARCH ON GAZE ESTIMATION

The first application of eye-tracking for an eye-controlled computer was reported in [5].  The eye-gaze as an input for 

human-computer interaction is shown in [6]. Different eye-tracking algorithms, applications and methods were 

reported in [7, 8, 9,10]. Many interesting applications of real-time eye gaze tracking for gaming design and Consumer 

Electronics Systems are available in [11]. Eye tracking can be done using methods such as 2D regression and 3D 

modelling of eye. The 3D modelling methods implement a geometric model of eye to estimate the point of intersection 

of visual axis and the scene. These systems typically use single camera [12]. It is observed that if the number of 

cameras and light sources can be increased to reduce the number of parameters to be determined during calibration 

[13, 14]. Models utilize two or more cameras have been explored in [15, 16, 17, 18]. However, these models might 

require multiple cameras or complex mathematical models for estimation of centre of cornea and estimate visual axis. 

The other popular method is 2D regression technique. In this method, the pupil – glint vector is mapped to the gaze 

coordinates by using a mapping function. This mapping function can be resolved using polynomial regression or 

artificial neural networks. methods used for calibration and deducing mapping functions using regression technique 

are presented in [19, 20]. A system that implement artificial neural networks for determining the mapping function 

used for translating pupil – glint vector to gaze points is available in [21]. All of these regression techniques depend 

on accurate detection of two or more features of the eye for accurate tracking. In [11], a system that detects human 

face in an image followed by detection of eyes and estimate centre of pupil from the image has been proposed. Due 

to this, the image of eye should be processed for multiple times to detect all the required features. The accuracy of the 

system depends on accurate identification of these features. This uses a considerable amount of computational effort 

leading to slow performance of the system. Through the current paper, we propose a system that uses only a single 

feature, the centre of pupil, to estimate point of gaze.  

FIGURE 1. Applications of gaze point estimation.
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3. A SPECIFIC EYE TRACKING METHOD

The first step of obtaining point of gaze is to obtain coordinates of the centre of pupil from snapshots of eye of a 

subject. There are two popular ways of performing that in the snapshots: (a) Passive Imaging (b) Active Imaging [22-

23]. 

Passive imaging uses visible light available in the surroundings to 

capture images of eyes as depicted in Figure 2. These images are 

processed to detect various features of eyes such as eye corners and pupil. 

Active Imaging uses an illumination source along with the imaging 

device. If the illumination source emits light in visible spectrum, it causes 

discomfort to the user and limits duration for which the experiment can be 

conducted. If the source is coaxial to the optical axis of eye, IR light gets 

reflected from retina and illuminates pupil leading to bright pupil effect as 

depicted in Figure 3(a). If the illumination source is offset from optical 

path, the retro reflection from retina is directed away from the camera 

causing dark pupil effect as depicted in Figure 3(b). The bright pupil effect is difficult to obtain due to the requirement 

that the illumination source is to be 

coaxial to optical path. This requires 

specialized IR illumination source. On 

the other hand, dark pupil effect can be 

produced easily and hence it is widely 

used technique for eye tracking. 

3.1. DETECTION OF PUPIL 

The main feature required for any eye 

tracker is to detect the (x, y) 

coordinates of centre of pupil. However, to identify the relative motion of pupil, at least one other feature that stays 

fixed during eye movements is required. This feature can be an eye corner or a glint formed by the IR illumination 

source. The vector of pupil-glint or pupil-eye corner can be used to obtain point of regard on a screen allowing slight 

freedom in movement of user head. However, if the head pose of the viewer is stabilized, (x, y) coordinates of centre 

of pupil alone is sufficient to obtain the eye 

fix. This reduces the computational 

complexity required to identify other 

features of eye such as glints and eye corners. 

Detection of location of pupil is a key 

feature of any eye tracking mechanism. The 

accuracy of the system largely depends on 

accurate detection of centre of pupil for all 

positions of eyes. Detection of pupil is easier 

when using bright or dark pupil effect (refer 

Figure 3(b)). For simplicity, the discussion is 

limited to dark pupil effect. The first step is 

to acquire an image of eye using IR camera. 

The dark regions in this frame consist of eye 

lashes, a part of eye brow and the pupil. Of 

all these dark regions, pupil has a well-

defined shape and is the largest connected 

component in the entire image. The second 

step is to obtain a binary image which 

consists of dark regions only. This can be 

achieved by applying an intensity threshold 

transformation to the image. A threshold 

value is chosen which represents the value of 

intensity of colour in each pixel which is to be considered as dark. If all the three values of any pixel i.e., R, G and B 

are less than that threshold value, then that pixel is considered as dark. Thus all the pixels with RGB values above the 

FIGURE 2. Image of eye captured 

using passive imaging. 

  (a)                                             (b) 
FIGURE 3. (a) Bright Pupil effect. (b) Dark Pupil Effect. 

FIGURE 4. The proposed method for pupil detection. 
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threshold are painted in white and all the pixels with RGB values less than or equal to threshold are painted in black. 

Now, the binary image contains pupil and a few other dark spots from lashes and eye brows.  

The next step is to find the largest connected component i.e., the 

pupil in this image. One way is to process entire image to detect a largest 

connected component. This method is suitable when head pose is not 

fixed. However, if head pose is stable, a small region can be chosen 

within which the pupil can be located and process that region only in 

every frame. This reduces a significant amount of computational effort 

and time required to detect the pupil. To find the largest connected 

component Scan plus Array based Union Find (SAUF) algorithm [23] 

is used. Once the pupil is detected, the centroid of pupil will give the 

(x, y) coordinate of centre of pupil. The bright pupil effect follows same 

principle except for the fact that pupil appears bright and hence the 

threshold effect is to be applied in such a way those only bright regions 

remain. The rest of the procedure is same as that of dark pupil effect. 

The proposed method is depicted in the flow-chart in Figure 4. 

3.2 OBTAINING POINT OF GAZE FROM PUPIL 

COORDINATE 

The pupil coordinate will provide the information on location of pupil 

in any captured frame. However, the goal of detecting pupil coordinate 

is to calculate a point of gaze from it. For this purpose, a personal 

calibration routine is run for every session. A calibration routine 

typically displays a few points or dots in a particular order or in random 

manner. The users are instructed to fixate on those points and while 

doing so, the corresponding pupil coordinate for each point is recorded. 

This data is used to obtain a modelling function which gives the relation 

between pupil coordinates and actual screen coordinates. If (Sx, Sy) are 

the screen coordinates and (ex, ey) are the pupil center coordinates, then 

two separate functions can be used to relate screen coordinates to pupil 

coordinates:  

  Sx= fx(ex, ey)        ---   (i) 

  Sy= fy(ex, ey)        ---   (ii) 

The functions fx and fy are modelled as polynomials in ex, ey and are 

represented in equations (iii) and (iv) [24]: 

  Sx= a0 + a1ex + a2ey+ a3exey         ---   (iii) 

  Sy = b0 + b1 ex + b2ey + b3exey    ---   (iv) 

To compute the actual coordinates (Sx, Sy) for corresponding pupil 

coordinates (ex, ey), we have computed the value of the polynomial 

coefficients (a0,..a3) and (b0,.. b3) using regression techniques. Two 

most popular regression techniques are Polynomial Affine 

Transformation [24] using matrix inversion and Least squares 

technique. In polynomial affine transformation, four equations are 

obtained by substituting the recorded data by displaying four different 

points on the screen and the corresponding pupil coordinates. These 

equations are solved using matrix inversion method to obtain unknowns 

i.e. (a0, ..a3) and (b0,..b3). The other method is to display any number of

screen coordinates and pupil coordinates and obtain the values of

coefficients (a0, a3) and (b0, b3) using least squares method. The value

of computed coefficients are used, to estimate a new points of gaze on

screen (Sx, Sy) corresponding to any pupil coordinate (ex, ey). A detailed

implementation and mathematical rigor of PAT (Polynomial Affine

Transformation) for registration of satellite images with map by

removing geometric errors is discussed in [24]. The actual

experimental setup is shown in Figure-5(b), 5(c) and 5(d).

(a) 

(b) 

(c) 

(d) 

FIGURE  5: Experimental setup for gaze 

estimation. (a) Illustration, (b) The 

Actual Experimental Setup (c) The Head 

Fix with Camera (d) The GUI with eye-

fixations graph. 
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4. A CASE STUDY 

 

The experimental setup consists of a screen displaying the scene in which fixation graph is to be identified. A 

customized web camera was mounted on a 

chin rest to obtain snapshots of eyes. The 

camera was modified to detect infrared 

light by removing the IR blocking filter 

from its lens assembly. The chin rest acts 

as a support to stabilize head movement of 

the subject. The screen is placed at a 

distance of 50 cm from subject’s eye as in 

Figure 5. The overall display resolution for 

the scene is 800x600 pixels. The scene is 

22 cm in height and 35 cm wide. This 

provides a visual cone with 25O vertical 

and 39O horizontal field of view and hence 

the resolution of visual angle is 26 pixels per degree vertically and 21 pixels per degree horizontally. IR LEDs were 

used to illuminate eyes of the subject. 

First step in calibration was to match the coordinate system of eye with coordinate system of screen. In order to 

achieve this, a crosshair is displayed on screen. The subject is instructed 

to fixate on centre of crosshair and the camera is adjusted such that centre 

of pupil is exactly at centre of crosshair displayed on the screen. Then, 

calibration is done by repeating the fixate process using a set of 17 

random points in the screen in two phases. During first phase, these points 

are displayed on the screen as red coloured dots. The subject is instructed 

to fixate on these points and whenever a fixation was detected, the 

corresponding pupil position is recorded. The red coloured dots in the 

Figure 6 represent actual screen coordinates and green dots represent their 

corresponding pupil coordinates. 

These coordinate pairs as recorded in the first phase are used to 

establish the PAT by computing the coefficients of the polynomial. These 

polynomial coefficients are used to estimate a point of gaze on the screen 

using equations (iii) and (iv). The second phase is added to improve 

accuracy of this estimation. During this phase, the estimated points of 

gaze and the actual screen coordinates computed using the PAT are used 

in polynomial regression to obtain a function to optimize estimated point 

of gaze. The red coloured dots in Figure 6 represent actual screen 

coordinates and green coloured dots represent estimated points of gaze. 

In this specific case study, the screen was placed 50 cm away from 

the subject’s eye. The overall display resolution for displaying the scene was 800x600 pixels. The scene was 22 cm 

high and 35 cm wide. The angles subtended by the eye vertically and horizontally with the scene were measured 

(Figure 7). The vertical angle was 25o and the horizontal angle was 39o. This provides a visual cone with resolution of 

24 pixels per degree vertically and 21 pixels per degree horizontally. 

To test the system, five random points were displayed and their corresponding points of gaze are calculated. The 

average error for each session was calculated by: 

E = ∑√(𝑥𝑠 − 𝑥𝑐)2 + (𝑦𝑠 − 𝑦𝑐)2---      (v) 

where xs, ys are actual screen coordinates displayed on 

screen and xc, yc are calculated points of gaze by the 

software. The experiment was performed using matrix 

inversion technique and least squares method to deduce 

the mapping function [24]. The average error in both the 

cases is presented in Table 1. The average error was 

found to be 48 pixels. This corresponds to 2.105o of visual angle. A sample of experimental data can be seen in Figure 

8. The performance of the proposed method is compared with state of the art methods as presented in Table 2. 
 

 
FIGURE 7. (a) Vertical visual cone.  

(b) Horizontal visual cone. 

 
(a)                                         (b) 

FIGURE 6. (a) Phase 1 in calibration. (b) Phase 2 in calibration. 

Table 1. Error Analysis of the Pupil Localization. 

 Matrix Inversion Least Squares 

Horizontal Error 2.8o  (59 Pixels) 1.81o (38 Pixels) 

Vertical Error 3.20 (77 Pixels) 2.4o (58 Pixels) 

Mean Error 3.0o (68 Pixels) 2.10o (48 Pixels) 
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5. CONCLUSIONS 

The presented system uses only one feature of eye i.e., centre of 

pupil of eye of the subject to obtain point of gaze on a screen. 

This reduces computational effort required for detecting other 

features such as eye corners, corneal reflections and glints, 

enabling for high speed gaze tracking. Also, noise in detection 

of these additional features is eliminated thereby increasing the 

confidence and reliability of the data acquired from our system. 

As the proposed system uses a simple web camera, the cost of 

the system is lower than many other eye trackers while 

achieving accuracies similar to that of expensive methods. The 

future directions of this research can be multi front [25]. 

Specifically, the future research includes integration of the 

proposed system in a smart healthcare framework [26]. The 

point of gaze on a screen can be fused with time interval when 

the beta wave of the EEG is high of the subject to ascertain the 

point of fix on the screen. 
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Table 2. Comparison of various eye tracking algorithms 
Method used and 

Reference paper 
Hardware setup Features required Accuracy 

3D Geometrical 

model [12] 
2 IR LEDs and one camera Glints and pupil centre 

About 1o (on 

simulated 

data) 

3D Geometrical 

model [14] 

Multiple IR illumination 

sources, one camera 

Pupil contour using 

bright pupil effect and 

glints using dark pupil 

effect 

0.90o 

3D Geometrical 

model [15] 
2 cameras and 4 IR LEDs 

Pupil contour and 

glints 
1.18o to 1.43o 

3D Geometrical 

model [16] 

2 cameras for face 

detection and 1 camera on 

pan and tilt mechanism 

3D facial orientation, 

glints and pupil 

contour 

About 1o 

3D Geometrical 

model [17] 

1 camera for face detection 

and 2 cameras with mirrors 

on pan and tilt mechanism 

3D facial orientation, 

glints and pupil 

contour 

0.6o 

3D Geometrical 

model [18] 

2 cameras with multiple IR 

illumination sources 
Pupil and glints 1.6o 

2D Regression 

[19] 
1 camera, 1 IR LED Pupil and glint 1.17o 

2D Regression 

[20] 

Photo transistors, Pulsed 

IR illumination 
No image is used 2.5o 

2D Regression 

[21] 

2 concentric rings of IR 

LEDs, 1 camera 
Pupil and glints 5o – 8o 

2D Regression 

[22] 

2 loops of IR LEDs and 1 

camera 
Pupil and glint 20 pixels 

2D Regression, 

The proposed 

Method 

Modified web camera with 

built in IR LEDs and IR 

blocking filter removed 

Pupil Centre only 2.10o 

 


