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Abstract—Efficient and smart business processes are heavily
dependent on the Internet of Things (IoT) networks, where end-
to-end optimization is critical to the success of the whole ecosys-
tem. These systems, including industrial, healthcare, and others,
are large scale complex networks of heterogeneous devices.
This introduces many security and access control challenges.
Blockchain has emerged as an effective solution for addressing
several such challenges. However, the basic algorithms used in
business blockchain are not feasible for large scale IoT systems.
To make them scalable for IoT, the complex consensus-based
security has to be downgraded. In this work, we propose a novel
lightweight Proof of Block & Trade (PoBT) consensus algorithm
for IoT blockchain and its integration framework. This solution
allows the validation of trades as well as blocks with reduced
computation time. Also, we present a ledger distribution mecha-
nism to decrease the memory requirements of IoT nodes. Analysis
and evaluation of security aspects, computation time, memory,
and bandwidth requirements show significant improvement in
the performance of the overall system.

Index Terms—Internet of Things, Blockchain, Scalability,
Consensus, Transaction rate, Ledger size, Distributed Ledger
Technology, Interoperability.

I. INTRODUCTION

SMART systems for industrial automation, e-health, logis-
tics, etc., aim at providing efficient solutions for busi-

ness processes by leveraging the benefits of the Internet
of Things (IoT). Modern industries comprise of smart pro-
duction systems, global value chain networks (supply chain,
services, marketing, etc.), and end-to-end value chain support
that includes privacy and transaction security [1]. These and
other similar smart services are implemented through large
scale complex Industrial Internet of Things (IIoT) systems,
to automate and optimize for the better quality of service
and resource utilization [2]. However, these advantages have
a cost associated with them. The complex, interconnected,
and heterogeneous networks are vulnerable to cyber-attacks.
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Handling intelligent unstructured data generating equipment,
higher standards of data acquisition, integrating heterogeneous
data in a unified system by generic protocols, and access con-
trol of industrial networks are some of the critical challenges in
smart systems [3]. Moreover, to ensure ubiquitous communi-
cation, knowledge-based intelligent manufacturing, integration
of heterogeneous data resources, and device interoperability
have added a new dimension to these challenges [4].

Blockchain (BC) is a distributed ledger technology that
provides a secure way of making & recording transactions and
contracts. It is consensus-driven and trustless but offers highly
secure, immutable, and encrypted record keeping mechanism.
It has evolved from Bitcoin crypto-currency [5], which is a
public, trustless, and anonymous but a highly secure chain.
This has further led to the introduction of private blockchain
or Business Blockchain (BBC) [6], which can be utilized
in industrial operations. BBC is a promising approach with
immense potential to enhance and optimize different parts of
smart processes where information or data is exchanged.

Internet of Things and more specifically IIoT can sig-
nificantly benefit from distributed ledger technologies for
data exchange, access control, and management. Consider
an assembly line IoT device network, which has to report
data for quality control. Some of these devices can only be
data originators, while other devices may be able to process
and take corrective measures in response to them. This is
a prime application of Blockchain to exchange information
among devices in a secure and accountable manner. This
exchange is quite similar to crypto-currencies, however rather
than token, the devices exchange data (or digital assets).
This exchange may have to strictly controlled among specific
devices, data may be immutable, and the overall process
auditable. The traditional centralized systems (even if they
are implemented in the cloud) do not provide such facilities.
Relational database systems by design are not made for such
applications. Hence, blockchain technology can be effectively
utilized in IoT [7]. However, the consensus formation algo-
rithms used in traditional blockchains cannot be applied here,
as they are extensively resource-consuming, while IoT devices
are resource-constrained. Moreover, scalability and efficiency
are major performance metrics for any IoT system, while BC
consensus creates a bottleneck for them [8], [9].

Our motivation in this article is to develop a novel
lightweight consensus algorithm targeted at business
blockchains for IoT solutions. The proposed solution does
not have the mathematical complexity of a mining algorithm,
and at the same time, it does not compromise on the security
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and verification of trades. Moreover, the algorithm is scalable
for large IoT systems and can easily be integrated with
different business blockchain solutions. In light of this, our
contributions in this paper are multifold.
• We propose Proof of Block & Trade (PoBT), a set of

novel algorithms specifically designed for use with IoT
blockchain, which not only validates the trades but ad-
ditionally validates the blocks before they are committed
to the ledger.

• We present a complete working solution for the inte-
gration of the proposed consensus algorithm with the
Hyperledger Fabric framework.

• We present a novel Local Trade Process for scalability
and devise solutions for anomalous timeout behavior of
Nodes.

• We have implemented the solution and conducted ex-
tensive experiments for evaluation of computation time,
memory, and bandwidth requirements to show its effi-
ciency.

The rest of the paper is organized into six sections. Sec-
tion II presents the background and existing consensus al-
gorithms in BBC and their limitations. This is followed by
system design of our proposed blockchain for IoT system in
section III. Section IV presents the working of PoBT, while
scalability and timeout anomalies are discussed in section V.
Analysis and evaluation of the system are provided in sec-
tion VI. Section VII concludes the paper.

II. BACKGROUND AND RELATED WORKS

In this section, we first present background information on
blockchain types, their application & challenges in IoT, and
then discuss the related works.

A. Blockchain Types

Blockchains can be divided into different categories based
on two main aspects, i.e. Application and Openness [6],
[10]–[12]. In the first classification based on its application,
Blockchains can be either for crypto-currencies or for business
processes such as e-voting, asset tracking, assembly line moni-
toring, etc. It is important to note that the latter has no currency
involved, rather the devices exchange information (as a trade).
The second classification can be done based on the openness
of the system; i.e. public, consortium/federated, or private
blockchains. Public blockchains do not have any access control
or restriction on users or peers. Anyone can join the network,
initiate trades, or become a peer. They are more suitable for
crypto-currencies. Contrary to this, private (or permissioned)
blockchains implement strict access control for nodes joining
the network. In a closed network, such as an assembly line,
health monitoring, or logistical tracking, each user must be
registered and authorized, and hence private blockchain is a
more suitable solution. Consortium blockchains are broader
than private where a group of organizations is part of the
chain. Business BC is usually private, while crypto-chains can
be private or public in nature. As the business applications
do not have currency involved, hence the concept of a miner
is modified to that of a peer. A peer does not need to be

Fig. 1: A generic IoT Business Blockchain Process.

monetarily incentivized to work, rather it works under the
organization.

B. Blockchain for IoT

The BBC solutions adopted for IoT platforms are consid-
erably different from the crypto/public blockchains [13], [14].
The core concepts are the same, but the component integration
and algorithms vary to a large extent, such as consensus forma-
tion, ordering, etc. IoT and industrial IoT applications utilize
these solutions in several processes. A generic IoT business
blockchain process is depicted in Figure 1. IoT nodes generate
trades (transactions) that can contain data or information, that
can be shared by other IoT nodes within or outside the local
network. Each node is linked with a Membership Service
Provider (MSP), which is comprised of an administrator and
Certificate Authority (CA) responsible for providing keys,
signature, certificates (CAcert), & configuration information.
Peers are specialized IoT nodes, which have enough resources
to execute consensus algorithms and maintain the distributed
ledger. Orderer is another kind of node, which is responsible
for grouping all endorsed/approved trades into a newly gen-
erated block. Chaincode is deployed on the peer nodes for
verification of transaction agreements between different IoT
devices. IoT nodes generate trades in the context of previously
deployed chaincode/smart contracts through specific channels
(a private subnet of communication between applications of
two or more members). Every chaincode-verified successful
trade is stored into the ledger as an element of a block, which
is done through the ordering services of an orderer. Orderer
waits for a specific amount of time (batch time or block time)
for new valid trades. At the batch timeout, the orderer closes
the block and forwards the new block to all connected peers.
All peers verify their credentials and update their respective
ledger. A fundamental assumption exists in this framework,
that the CA and Orderer are trusted and secure.

C. Blockchain Consensus & Challenges

Public blockchains use Proof of Work (PoW) [5] or a
similar algorithm to solve complex mathematical problems



3

TABLE I: Comparison of Consensus Algorithms for Business Blockchain Solutions.

Consensus Algorithm(s) Platform Purpose Description

Ordering Service
(Kafka) Hyperledger Fabric [13] General Atomic broadcast service for consumption of nodes

Trusted Validator
(Round Rabin) Multichain [15], Parity [16] General Used as validator per block, instead of multiple validators

Raft Quorum [17], Corda [18] General,
Digital asset First elects a leader node which is responsible for decisions

Trusted Validators (majority) Hydra Chain [14],
BigchainDB [19]

General,
Digital asset Relies on a set of validators, where 1

3
must be byzantine

Single Validator OpenChain [20] Digital asset Trades accepted & validated by a node, observers can read

Tangle Consensus IOTA [21] Digital asset Coordination & distribution based industry payment system

Proof of Elapsed Time (PoET) Sawtooth Lake [22] General Prevents high resource utilization and energy consumption

RBFT Hyperledger Indy [23] General Primary replica of multiple trades executed on diff. nodes

Sumeragi Hyperledger Iroha [23] General Validator is reputation based; performed on individual trades

(mining) to create a new block, which is both resource and
time consuming [24]. In the mining process, which is a key
element of security, public third parties (miners) mine blocks
for coin incentives, which may not be part of a business
process using IoT devices for data exchange. IoT systems need
highly efficient consensus algorithms without compromising
security features. Transaction Per Second (TPS) and the rapid
growth of ledger in line with the trades generated by IoT
devices are different from the public blockchain. Although
private blockchain(s) have evolved to address some of these
limitations, complete and optimized solutions are not yet
available.

D. Consensus Algorithms in Existing Business Blockchains

There are only a handful of business blockchain solutions
available and are mainly developed by industry. Many of these
solutions maintain the generic characteristics of a blockchain,
i.e. a distributed ledger, some form of consensus algorithm,
and a P2P network structure. The differences in implementa-
tion, algorithms, and processes, are the elements which create
security and scalability benchmarks for them. In order to
maintain the basic features, these solutions have to enforce
trade approval and new block creation processes. Table I lists
some of the consensus algorithms and associated platforms.

It is important to note that the objective of this work is
solely focused on the business solutions for IoT systems and
not crypto-currency chains. Hyperledger [13] is a leading
platform for IoT based business solutions and processes using
blockchain. It implements five frameworks intended for differ-
ent types of environments and consensus mechanisms. These
are Fabric, Sawtooth, Burrow, Iroha, and Indy. Here, we focus
on two major implementations, Fabric [23] and Sawtooth [22],
which can be used in the IoT domain.

Fabric uses Apache Kafka protocol [25] for ordering the
trades into a block. The number of endorsing nodes #4 is fixed
from the total number of nodes # . Based on the customization
policy, the nodes #E are actually selected for verification of
a given trade. Hence, #E ⊆ #4 ⊆ # , where #E is typically a
very small number of nodes as compared to # . All incoming
trades from endorsers are grouped into a block by the orderer
using Kafka ordering services. In essence, Kafka is an ordering

service that aims to provide a unified, high-throughput, low-
latency platform for handling real-time data feeds. Fabric 1.0
does not employ any Byzantine Fault Tolerant (BFT) ordering
service and supports only crash faults based on Kafka. Invalid
trades may also get added to the ledger if a rouge node in the
network sends it to the orderer [26]. In conclusion, it does not
consider security measures at block creation, and the no. of
endorsers is fixed (through chain-code) which can be as small
as two. Similar to Fabric, Parity also involves a fixed number
of nodes for trade verification and block creation.

Proof of Elapsed Time (PoET) is used in Sawtooth [22],
where network waits a random amount of time for the creation
of a new block, and the first participant that finishes waiting is
elected as a leader amongst the member nodes for that specific
block. The cost of regulating the election process must be
proportional to its potential returns. Therefore, devices that
desire to contribute to this are required to invest a substantial
amount of resources. Furthermore, the legitimacy of every
election must be validated by each member of the community.
It works like PoW, except the fact that the whole population
# participates in a mathematical puzzle based leader selection
and requires nodes to invest resources, which makes it costly
and time-consuming.

Consensus algorithms proposed in literature other than
Hyperledger are mainly focused towards public crypto
blockchains, and hence cannot be implemented for private
business blockchains, especially for IoT. [27] proposes a
credit-delegated Byzantine fault tolerance (CDBFT) scheme
for voting rewards, punishments, and credit evaluations. How-
ever, in business blockchain, the participating nodes are au-
thenticated and trusted, thus reward and punishment mech-
anisms are of less importance than scalability and ledger
expansion problems. Similarly, Proof of Authentication [28],
[29] discusses block validation for private or permissioned
blockchains based on trust values. However, if a node is
compromised it may sacrifice its trust value and validate
a malicious trade, thus injecting it into the ledger. [30]
proposes a two-stage soft security enhancement solution for
block verification and miner selection in the Internet of Ve-
hicles blockchain. The objective is to prevent internal col-
lusion among active miners and standby miners in a public
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blockchain. [31] presents a consensus mechanism for quality
control of crowd sensed data. Although the work addresses
scalability and security aspects, it is not directly applicable in
private IoT business blockchains.

Based on the limitations of Hyperledger Fabric and other
state-of-the-art solutions in literature, an ideal solution should
validate trades as well as the blocks, to provide the maximum
level of security, while optimizing the number of endorsers to
keep the overhead to the minimum level, in a private business
blockchain. In the proposed PoBT scheme, every new block
is validated through a variable number of nodes by solving
a simpler mathematical puzzle which is less computation-
intensive but ensures the security of the same level. Trades are
cross verified by involved trade nodes. Hence, it is a two-fold
checking mechanism, which, without compromising on the
security, ensures a higher number of transactions per second
(TPS). Furthermore, it distinguishes between local trades and
global trades, hence addresses the ledger scalability issues
also.

III. BLOCKCHAIN FOR IOT: SYSTEM DESIGN

The overall proposed system design of blockchain integra-
tion in an IoT network is shown in Figure 2. It is important to
note that blockchain is a relatively new solution with very few
real-world implementations. We consider Hyperledger Fabric
as the baseline solution for adoption. However, the framework
presented here is not limited to it and can be integrated with
other solutions also. The complete process of blockchain in
IoT consists of three phases: 1) Trade origination, 2) Verifica-
tion & validation, and 3) Committing phase. Figure 2a shows
the generic working process of Hyperledger Fabric, which is
quite similar to the working shown in Figure 1. Figure 2b
shows the initial connectivity of IoT devices to the blockchain
nodes, which act as peers or potential endorsers. A trusted
Certificate Authority (CA) as part of a larger Membership
Service Provider (MSP) also exits in the system along with an
administrator. In Figure 2b, we depict the proposed workflow
(in contrast to Hyperledger Fabric) based on Proof of Block &
Trade. Before explaining each phase we define the following
terms used in this work.

Device: In the proposed system, a device is any IoT equip-
ment which is capable of generating or receiving Blockchain
trades (transactions). For example, a smartwatch, a sensor on
an assembly line, a decision making intelligent IoT, etc. As
shown in Figure 1 and Figure 2b, the IoT devices represent
them in our system.

Node: A node (or peer) is part of the Blockchain core net-
work. It is a device capable of executing the consensus process
and store the ledger. An IoT device is always connected to a
Node, which processes the trades originating from that device.
Nodes are shown in Figure 1 as the peers (%1, %2, %=), and
as Nodes (#1, #2, ...) in Figure 2b.

User: A user generally refers to a human who is taking
part in the system, however, in the proposed architecture,
there is no human involvement except the Administrator. An
IoT may be operated/owned by a human user, but there
is no interaction of the user in the Blockchain process for

generation, validation, or storage of trades. The administrator
is part of the design as shown in Figure 2b so that the system
can be initialized and MSP can be maintained.

A. Trade Origination Phase

Ubiquitous IoT devices from different vendors are utilized
in a production environment in smart environments that gen-
erate data in various formats. As an example, temperature
sensors or other monitors attached to critical automation equip-
ment may have different measuring units. It is challenging
to receive multi-structured data and then conform it to a
format executable on chaincode. Besides, these devices are
also resource-constrained and thus cannot act as blockchain
nodes themselves. Hence, they are linked to a node #8 , which
acts as their blockchain node. In any given system, #8 can
be pre-configured, or the IoT devices can be programmed to
locate the nearest one and establish a secure connection to it.
We consider that all #8 have enough resources to execute the
desired blockchain functions.

1) Trade Proposal Preparation: Applications on IoT de-
vices collect data that is to be exchanged (as a trade). It is
then formatted using Software Development Kit (SDK) for
execution on chaincode. This trade proposal includes trade
data as payload along with device signature, destination public
address, and corresponding certificates. For example, a quality
control device on an assembly line may generate trades that
contain product statistics as data to be stored in the blockchain.
Hence, the application on the device interacts with CA, which
generates enrollment certificates (eCert) for enrollment into
the blockchain network. As shown in Figure 2b, admin is
the sole authority to approve IoT device integration and
chaincode installation, while CA is responsible for generating
all credentials. These are generated for all entities: admin,
devices, nodes, and applications.

2) Trade Proposal Execution: As each device has a con-
necting blockchain node, a trade proposal is sent to it for
execution through the channel. Every application is provided
with a channel, which acts as a logical communication tunnel
between the application and the node. Authentication and
authorization to transact are strictly bound to the channel,
hence a device cannot access any other node or execute trades
which are prohibited on a given channel. MSP is responsible
for initializing and maintaining the channels. It is important
to note that many IoT devices are connected to a node, but in
a given blocking session, each node is restricted to one trade
to avoid double spending [32].

B. Verification & Validation Phase

All incoming trade verifications depend on the proper recog-
nition of devices, users, rights, etc. Validation is the second
step after verification where trades are validated, depending
on the terms and conditions specified in chaincode or Smart
Contract (SC). Verification process is executed using certifi-
cates, i.e. Transport layer security certificate (TLScert) for
communication and eCert for enrollment.
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Fig. 2: (a) Hyperledger Fabric’s verification process. (b) Framework and processes of the proposed system.

1) Authenticity of Users and Devices: There are two types
of participating elements: a) nodes, and b) devices. Admin is
a trusted authority whose credentials like eCert, sign, keys,
TLScert, and CAcert. are generated when network is instan-
tiated. Admin object provides applications with proper eCert
to register new nodes/devices. Similarly, it also communicates
with the CA, to enroll new nodes, who may query or add
blocks to the ledger. This process ensures that no unidentified
user or device is allowed to join the network without proper
identification and authentication.

2) Smart Contract Deployment: Chaincode is installed on
a node by admin and then instantiated on a channel with an
identity (including name and version) fulfilling its instantiation
policy. In Hyperledger, the installation and instantiation of
chaincode follow the same trade flow as a normal invoca-
tion, i.e. endorse, order, validate, and commit. However, after
installation, changes can be made which creates a major
security issue, as trade validation is directly dependent on
the smart contract. Chaincode plays an extremely important
role in the whole process as it enforces trade policies. These
policies primarily enforce trade execution rules between the
participating devices. In our proposal, any change to the
smart contract follows the same consensus process as that of
individual trades. This ensures that at least 51% of the nodes
agree to change the smart contract.

3) Access Right Verification: Access rights are primarily
defined through the channel and then the smart contract script.
Devices are only allowed to communicate with nodes via a
channel where both devices and nodes have to use the MSP
generated credentials. As the channel is assigned by admin,
it becomes impossible to access nodes/devices which are not
connected.

4) Verification through neighbors: In existing business
blockchain (Fabric), the smart contract dictates which and
how many neighbors verify a trade. This can be as small as
two nodes. On the contrary, the main principle of blockchain

is to establish consensus using a large set of nodes. In our
proposed system, we use a ratio of total nodes as endorsing
nodes based on trade submission in a session. By doing this,
we keep the endorsement overhead less than crypto chains but
can guarantee better security than existing business chains.

5) Trade Acceptance or Rejection: In the existing BBCs,
trades pass through endorsement (approved by neighbors) and
are accepted as valid trades. The orderer receives concurrent
trades from many nodes according to its batch timeout and
creates a new block that is added to the ledger. As shown in
Figure 2a, endorsing nodes �8 endorse the trade by verifying
its signatures and smart contract requirements, and the orderer
creates the block. At block closing time there is no validation
or rejection, which means that if a malicious node sends a
forged trade to the orderer, it will be added to the block. Bit-
coin and similar systems, implement the consensus algorithm
at block creation time, which ensures that any malicious trade
is not added to the ledger. However, as discussed earlier, in
IoT real-time systems the transaction rate cannot afford long
delays in consensus formation.

Our proposed framework is depicted in Figure 2b. The
IoT devices connected to same node are not part of global
consensus, and are handled by process defined in Section V.
For trades among devices which are connected to different
nodes, first they are endorsed by participating nodes, and then
consensus (Proof of Block & Trade) is formed by multiple
nodes involved in the specific blocking session. This process
is described in detail in Section IV.

C. Commit Phase

This is the final stage of trade processing. When a block
is finalized through the consensus PoBT, then it is completely
ready to be distributed to all nodes in the network, which they
can add to their ledgers.

Block distribution: The orderer approves the new block
only if the PoBT algorithm returns true, and then distributes it
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Fig. 3: Effect of endorsers in baseline Hyperledger Fabric.

to all connected nodes in the network along with the signature
of the orderer. Every node verifies the signature and adds the
block to its ledger.

World State: Finally, the added block is synchronized with
the ledger and the world state is updated.

IV. CONSENSUS: PROOF OF BLOCK & TRADE (POBT)

The trades which become part of a block and are inserted
into a ledger are immutable. A single malicious or inaccurate
trade jeopardizes the complete blockchain integrity. In this
section, we present the working of our consensus algorithm for
business blockchain in an IoT environment. First, we elaborate
on the technical challenges of such an algorithm, and then we
describe the working principle of PoBT in detail.

A. Challenges of Consensus Formation

Every blockchain system needs to allow nodes to present
new transactions for validation, and to facilitate the election
of candidate blocks. The election is run through a consensus
mechanism. For a given consensus algorithm, the number of
messages required to reach consensus regarding block election
increases significantly with each added endorser. Every single
endorser must contact at least more than half of the entire
population, and all of those must perform the same validation
steps (the validation code needs to be deterministic [33]),
hence system transaction throughput decreases and latency
increases. Figure 3 shows the difference in the number of
iterative validations performed in a blockchain system to
form a consensus in the presence of a varying number of
endorsers and trades. Here, more endorsers require more trade
verification executions, which will directly reduce scalability
and increase latency. For example, when the number of trades
is 250, the difference in the number of validations is more
than 4000 between 2 and 20 endorsers. A highly scalable
system should be able to handle a large trade volume, without
compromising the block consensus security and TPS. The
limitations of TPS in Hyperledger business blockchain have
been addressed by removing the consensus and allowing trade
endorsing nodes to be as less as two nodes [34]. Although
it extensively reduces the overhead (Figure 3), the number

of constant endorsers 4 may compromise the security. For
example, in an = = 100 node environment with 4 = 2,
only two endorsers are required to validate a trade. Hence,
the probability of success for malicious nodes to insert a
compromised trade in a chain becomes 98%.

In order to address this issue, instead of using a repeated
endorsement process by all nodes or at least 51% of the nodes,
our work uses a subset of network participants for endorse-
ment. The size of this subset is dependent on the number
of participating nodes in a given block. As the endorsers
are dynamically selected, hence the attacker cannot preempt
which nodes to compromise to validate illegal trades. More-
over, the endorsers use a lightweight algorithm for validation,
thus the computational complexity is significantly reduced.
The resulting effect gives a higher level of security, lower
overhead from messaging, a less computational requirement of
endorsing nodes, and a higher transaction rate for the system.

B. Proof of Block & Trade (PoBT): Solution for Consensus

In order to solve the challenge discussed above, here we
present Proof of Block & Trade for business blockchain used
in IoT systems. To improve the scalability of consensus and
increase the security of consensus-less Fabric, we utilize a
hybrid mechanism. For simplicity, we divide the complete
process into two parts as trade verification, and then consensus
formation. Following this, we compute the processing time.

1) Trade Verification: In the proposed consensus model,
source node (Nsrc) receives trades from its associated IoT
devices Ds. It then verifies the smart contract (for permission
to trade) and checks if the destination IoT device Dd is also
associated with it. If that is the case, then a Local Consensus
Process is executed, which allows ledger scalability as ex-
plained in section V. Otherwise, the trade is forwarded to the
destination node (Ndst) connected to the destination device.
Ndst also verifies the smart contract (for cross-checking the
permission to trade), and if approved forwards the trade to
the orderer for consensus formation. Hence, trade verification
is limited to the nodes directly involved in the trade. This
significantly reduces the information exchange, time required,
and control overhead, without compromising the security.

2) Consensus Formation: The orderer performs the consen-
sus on a candidate block which contains several verified trades
it collects in a given amount of time. This time is represented
as session timeout. During this time, Algorithm 1 is used to
build a list of session network members. This list keeps track
of individual Ndst or Nsrc, and the number of trades they
are participating in. The algorithm uses a specialized data
structure to maintain the node’s public address, the number
of trades it is involved in, and argument data used in the
block formation process (lines 1-3). During the session, the
algorithm receives complete trade from Ndst and adds it to the
list (line 7). Finally, the list ! (line 27) reflects all source or
destination nodes, and the number of trades they are involved
in. It is important to note that block creation time may vary,
hence we enforce that even if session timeout expires, the
trade collection continues until the previous block has been
committed (active blocking).
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Algorithm 1: Session Node Selection
1 Struct Node contains
2 int addr; byte trd, arg;
3 end
4 initialize Node ! [] ← #D;;; 8 ← 0;
5 while (!B4BB8>= C8<4>DC ∧ !02C8E4 1;>2:8=6) do
6 Initialize : ← 0; BA2, 3BC ← −1;
7 Receive )A8 (", (86=(#BA2 , #3BC.), #%�BA2 , #%�3BC );
8 for : < 8 do
9 if #%�BA2 ≡ ! [:] .033A then

10 BA2 ← : ;
11 end
12 if #%�

3BC
≡ ! [:] .033A then

13 3BC ← : ;
14 end
15 end
16 if BA2 ≥ 0 then
17 ! [BA2] .CA3 + +;
18 else
19 ! [8] .033A ← #%�BA2 ; ! [8] .CA3 ← 1; 8 + + ;
20 end
21 if 3BC ≥ 0 then
22 ! [3BC] .CA3 + +;
23 else
24 ! [8] .033A ← #%�

3BC
; ! [8] .CA3 ← 1; 8 + + ;

25 end
26 end
27 A4CDA= ! [];

After complete execution of Algorithm 1, a set of session
nodes Ns ⊆ N is available. Figure 4a shows only those nodes
which have trades to be reported to the orderer. They form
the session network and will participate in the consensus
formation. List ! is then forwarded to Algorithm 2 along
with Tr which is a complete set of trades in this session. In
Algorithm 2 the objective of lines 1-9 is to make a group of
trades ´Trj for each session node Njs. Hence, T́r is considered
a set of sets for all groups of trades. Each Njs is assigned
a unique random number Rj from range [1, ¯̄Ns]. Finally
each ´Trj and corresponding Rj is sent for verification to a
randomly selected but unique Nis such that Nis ≠ Njs. In other
words, each node in Ns receives one and only one ´Trj, and it
is not the original forwarder for that trade to the orderer. Lines
10-19 ensure that either 51% (d ¯̄Ns

2
+ 1e) of the nodes respond

in positive verification or a timeout happens which ensures
that block formation does not continue indefinitely. During
this time, the verification response messages must contain the
assigned random number to ensure that selected session node
is responding. The sum of all random numbers for this session
is computed as

(#B = ¯̄#B (1 +
¯̄#B − 1
2
) (1)

where, ¯̄Ns is the cardinality of Ns. While processing verified
responses, the algorithm computes the sum of random numbers

as S
Nrs
R =

∑ ¯̄Ns
2
+1

j=1 Rj, where Nrs ∈ Ns is the set of responding
nodes. Finally, in lines 20-25, true is returned for block
creation if the sum of random numbers from Nrs and non-
negative responding session nodes is equal to SNs given by (1).
Line 20 ensures that those nodes, which are non-responsive

Algorithm 2: Proof of Block & Trade Algorithm
Input : ()A, ! [])
Output: )AD4 $A �0;B4

1 set 9 ← 0; ? ← 0; 8 ← 2>D=C (!);
2 while 9 < 8 do
3 set ' 9 ← '0=3><.B4A80; ('=); ⊲ 1 ≤ '= ≤ 8
4 Group all trades ´)A 9 ← ! [ 9] .033A ;
5 set ! [ 9] .0A6 ← ' 9 ; ! [ 9] .CA3 ← ' 9 ;
6 9 + +;
7 end
8 +4A8 5 H()́A! [ 9 ].033A , ' 9 ) → #

9
B

//(∃# 9B ∈ #B) ∧ #
9
B ≠ #

! [ 9 ].033A
B ⊲ Internal Condition

9 Initialize C>C0; ← (1 + 8−1
2
) × 8; : ← 0; =← 8

2
+ 1

10 while (: < = ∧ !C8<4>DC) do
11 set < ← 0;
12 Receive

' 9 , #
B86=
B , #033AB ← E4A8 5 H(' 9 , #B86=B , #033AB )

13 for < < 9 do
14 if (! [<] .033A ≡ #033AB ) ∧ (' 9 ≡ ! [<] .0A6) then
15 BD< ← BD< + ! [<] .0A6 ;
16 : + +; 1A40: ;
17 end
18 end
19 end
20 Set BD< ← BD< + �0D;CH =>34B('G) + =>= A4B?>=B8E4('H)
21 if (BD< ≡ C>C0;) ∧ (: ≥ =) then
22 A4CDA= )AD4;
23 else
24 A4CDA= �0;B4;
25 end

or have returned incorrect random number (faulty nodes) are
not counted towards the sum. Hence, only those nodes, which
returned correct values contribute to the consensus, and any
malicious attempt is thwarted. The orderer only commits the
block if Algorithm 2 returns true. If neither true nor false is
return within the Block creation time, then timeout anomalies
occur, which are discussed in section V-B.

Figure 4b shows the response generated by Ns along with
the random numbers. As the orderer receives d6

2
e + 1 = 4

responses, the random number calculations are performed, and
the block is committed if they match. The verification at Nis is
performed using Algorithm 3. It is important to note that for
privacy reasons the verifying nodes cannot read the trade data
content [35]. The content is encrypted by the originator of the
trade, and the keys are not shared with verifying nodes. They
only check the signatures of participating nodes, chaincode
validity, and orderer identity. If all of them are found to be
valid, then the random number received is returned, otherwise,
a negative value is returned. Note that signatures are not part of
encrypted content, rather they are meta data in a trade message.

3) Computation Time Calculation: The time required to
perform verification for several nodes directly affects the
overall transaction rate of the system as well as its reliability.
In the proposed PoBT mechanism, the time required is initially
based on the individual verification of trade between two
nodes, and then verification by Ns during consensus formation.
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Fig. 4: (a) Session node selection, (b) Consensus process.

Algorithm 3: #B Verification Process
Input : ()́A, ' 9 )
Output: (' 9 , #B86=B , #033AB )

1 Set =← 2>D=C ()́A); : ← 0; C4<?2← 0

2 for : < = do
3 if (86=(# ´) A [: ]

BA2 ∧ # ´) A [: ]
3BC

) ∧ (2ℎ08=2>34 ´) A [: ] ) Not
verified then

4 set C4<?2← 1; 1A40:;
5 else
6 C4<?2← 0;
7 end
8 end
9 if C4<?2 ≡ 0 then

10 A4CDA= E4A8 5 H(' 9 , #B86=B , #033AB );
11 else
12 A4CDA= E4A8 5 H(' 9 ← −1);
13 end

Hence, the total computation time Tb can be computed as

)1 =

¯̄) A∑
8=1

)A 8 (C) +

¯̄#B
2
+1∑

8=1

# 8B (C) (2)

where, Tri (t) represents time for one trade, and Nis (t) is
the time for verification by Ns during consensus. Similarly,
for Hyperledger Fabric the computation time TFabb can be
calculated using

)�011 =

¯̄) A∏
9=1

¯̄#B∑
8=1

# 8B (C) (3)

By comparison of (2) and (3), it can be observed that the
proposed algorithm will consume less time in the verification
process (summation), as compared to the existing state of the
art Fabric solution (product), for the same number of trades
and endorsing nodes.

V. LOCAL TRADES AND TIMEOUT ANOMALIES

There are two major issues with blockchain for IoT in
addition to the consensus formation, which are addressed in
this section. The first one concerns the memory scalability
of the ledger. Each node stores a replica of the ledger and
over time the memory requirements become larger. The second
challenge is to deal with block timeouts, where several trades
(which may be valid) are not added to the ledger as the

Fig. 5: Ledger memory scalability.

consensus cannot be reached in a specified time. This increases
the trade failure rate.

A. Ledger Scalability: Local Trade Process

The generic working of blockchain involves distributing a
committed block (with all trades in a session) among all the
nodes in the network. Hence, the overall memory required
for the ledger proportionally increases with the number of
nodes in the network. Memory utilization depends on many
factors, such as transaction format, storage policy, transaction
content, and how frequently blocks are formed. As shown
in Figure 5, with a 10 node network, the memory required
to store committed blocks increases sharply. For different
IoT applications, the size of trades will vary, hence the
memory required can increase to hundreds of terabytes (e.g.
10KB trades compared to 5KB trades). Although more nodes
certainly mean a higher number of validating nodes as well,
which implies enhanced security, but keeping in view the size
and capabilities of nodes, the memory required to store these
trades may become an issue.

Let us denote size of a trade as Trw, weight of the
block header as Bw, and trades per block as ¯̄Tr. The ledger
weight Ldw (in bytes) will increase for a specific time period
according to (4), where 8 = 1, 2, 3, .....= denotes the number of
blocks in a specific time series.

!3F =

=∑
8=1

¯̄) A∑
9=1

)A
9
F + �8F (4)

From here, if the average trade acceptance rate per second is
Trr, then ledger increase rate per second can be computed as

!3F/B = ()AF +
�F

)A=
) × )AA (5)

In practical terms, assume an IoT blockchain handles 10 trades
per second. From experimental evaluation on Hyperledger
Fabric we know, every single trade is ≈ 5− 10 � on average,
a block is formed with an average of 500 trades, and a block
header is 4.5 �. From (4), the rate at which ledger size
increases is computed as ≈ 50−100 �/B42 or ≈ 4−8��/30H
or ≈ 1.5 − 3)�/H40A. Although this does not seem very high
for a single node, with hundreds of IoT nodes it becomes
impractical.
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Fig. 6: Local Trade Execution: Operation flow.

We address this problem by segregating the trades among
devices connected to the same node, from the trades among de-
vices connected to different nodes. At trade origination phase,
source node Nsd defines the trade execution path. Figure 6
depicts the complete process of local trade verification and
block formation. Here, Nsd is the local node, and Ni ∈ N is a
randomly chosen node. Once Nsd ascertains that both source
Ds and destination Dd IoT devices are associated to Nsd, it
verifies their signatures, and then requests the orderer to select
a random node Ni which cross-validates the trades. This is the
only consensus formation process for such trades. The random
selection ensures that the node is different for every session,
and a compromised Nsd cannot choose a specific validator.
Once verified the trade is forwarded to the orderer from Ni,
which ensures that a compromised Nsd has not skipped this
process. The orderer ensures the validity of signatures and
commits the block afterward. The block is kept at Nsd only,
which ensures that the memory of other nodes is not utilized
for such trades. The orderer has an internal process to maintain
a list of unique block IDs for local and global trades, hence,
it can provide the relevant ID whenever desired by any node
with proper access rights. The whole process enables three
key properties; 1) The verification/consensus is not skipped,
2) communication and computation overhead are reduced,
and 3) ledger scalability is significantly increased. Continuing
the earlier example, assume inter-node to intra-node trade
ratio of 2:3, the size of the distributed ledger is reduced to
≈ 0.5 − 1.2)�/HA, which is more than 50% reduction at each
instance of the ledger.

B. Timeout Anomaly: Trade Resubmission

In a generic business blockchain, the blocks are finalized
based on batch timeout which is fixed by the developer. If for
any reason (e.g. bandwidth, cyber attack, error, etc.) the or-
derer failed to form a consensus within due time, an operation
timeout error occurs. All trades are rejected and sent back to
sources. This is a current and major challenge in blockchain
referred to as Multi-Version Concurrent Control [36].

The application should be designed to detect such an
anomaly and resubmit the trades without the user’s knowledge.
Although this increases the complexity of algorithms, it auto-
mates the system and reduces unnecessary trade rejection. We

deduce that this failure may happen at two levels: early failure
(during the pre-Blocking/consensus process), and late failure
(during the committing phase). In this paper, we handle both
issues at the orderer. The orderer remains in active blocking
state, which ensures that a new block creation is not started
(Algorithm 1: Line 5). In the commit phase, the verified block
is issued by the orderer and the world state is updated as
described in section III-C. The late failure occurs when the
world state is not updated (for any reason), hence, commit is
attempted again for distribution of block, and active blocking
is only removed after the successful commit. An early failure
occurs when the block formation time expires but sufficient
responses have not been collected to make a decision on
successful (or unsuccessful) formation of the block. Hence, the
orderer adds the trades from timeout block to the next session,
and removes active blocking state. If there are trades from the
same �B , the timeout trades are rejected and new trades are
added. This ensures that double spending is controlled.

VI. ANALYSIS AND EVALUATION

In this section, we present the security analysis of the
proposed algorithms, followed by experimental evaluation of
consensus formation algorithms compared to existing Hyper-
ledger Fabric business blockchain solution. It is important
to note that the baseline Fabric is used as a benchmark, so
that other works in future can compare the performance to
the proposed solution. Furthermore, as the solution is for
BBC, hence crypto-currency (mining) algorithms cannot be
compared in IoT environment. The evaluation has been done
by implementing the proposed consensus algorithm on top of
Hyperledger Fabric v1.0.2. The IoT device trade generation is
done through IBM’s Node-Red application, which generates
concurrent trades fed to Nodes running in Docker containers.
Each Docker container contains the Fabric peer-code along
with smart contracts (chain code library) in GoLang. Two
systems with Core-i7 with 2.7Ghz 16GB RAM and Core-
i5 with 3GHz 8GB RAM host the Docker containers. The
ordering service is Kafka based, while the chaincode shim ex-
ecutes the function of getState, getRAngeQuery, and putState
for Blockchain operations.

Several experiments have been done to evaluate different
performance metrics. Hence the input parameters for the
number of trades per block, number of peers, concurrent
trades, and blocking times, vary in each experiment. These
details are given in the following subsections with individual
experiments. Each experiment is executed 20 times, and the
average results are presented.

A. Security Analysis

In a blockchain system designed for IoT applications, there
can be two types of adversaries:
• External: Non-member devices or nodes may try to

become part of the network, or try to impersonate an ex-
isting authenticated entities (including applications [37]).

• Internal: Devices and nodes which are properly registered
and have valid signatures may become rogue due to
malware or hacking.
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In either case, the objective of an attack would be to have an
invalid trade endorsed and committed to the ledger.

1) Validation of Individual Trade (before block formation):
Once a device initiates a trade, the local node validates the
source and destination and the smart contract. For an external
attack, the device will not be able to provide legitimate
certificates, hence validation will fail immediately. For an
internal attacker, the trade will be valid as long as the smart
contract holds. In Hyperledger Fabric, trades are endorsed
by a set of nodes and committed to the ledger. However, in
our solution, trade is forwarded to the node responsible for
a destination device. It counter validates all credentials and
forwards the trade to the order. This eliminates the possibility
of rouge source nodes sending illegal trades to the orderer.
Here, even if both Ds and Dd along with the respective nodes
are compromised, and collude to inject an illegal trade, the
orderer will perform consensus to ensure that no illegal trade
enters the ledger.

2) Validation of Block (at block formation): In order to
ensure that no illegal trade is committed all proposed trades
are grouped and validated by Ns. Here Ns is different for each
block depending on the trader involved. Thus, for a rogue node
to be included in Ns, it must also have a validated trade sent to
the orderer (as discussed previously). However, the candidate
block must have validation from at least 51% Ns, where it is
impossible to pre-determine the nodes involved in any given
session.
• Formation of a block by Nns nodes: This is virtually

impossible, as the candidate block and random numbers
are only provided to #B . Hence, they do not know session
creation trades or participants. Even if this information
is somehow obtained, Nns ≥ Ns

2
+ 1 must hold. Here Nns

must be 51% of N, and all must validate the candidate
block with a correct random number. The counter check
to this is the summation and crosschecking of a random
number provided to respective nodes in #B by the orderer.
Hence, Nns cannot form a block.

• Illegal formation of block by Ns nodes: In order for Ns
nodes to validate a compromised block, 51% of Ns must
also be compromised. A compromised node will only be
part of Ns if it has a trade sent to order, which means
that it must also have a compromised source node and a
compromised smart contract. It is important to note that
compromising a node is not easy. Hence, to successfully
launch such an attack with two compromised nodes, it
requires ¯̄Ns = 3. Considering the scale of IoT devices and
corresponding nodes, for ¯̄Ns ≥ 4 the required number of
compromised nodes have to increase significantly. Hence
the attack probability will be considerably low.

B. Time Requirement Analysis

For computation time (from trade validation to block clos-
ing) analysis, we compare the required for our proposed
PoBT algorithm with Hyperledger fabric. The total number
of nodes in the system is fixed at 10, while the number of
trades per block ranges between 1 to 500. Figure 7a presents
the results in terms of time required against the increasing
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Fig. 7: Computation time of PoBT algorithm.

number of trades per block. It is important to note that the
scale is logarithmic. It can be observed that, when concurrent
trades are 100, endorsement requires ≈ 200<B while PoBT
requires ≈ 80<B. Similarly, for 300 trades, endorsement time
is ≈ 600<B while PoBT requires about 210<B which is one-
third compared to Fabric. As the concurrent trades increase,
both endorsement times increase. However, PoBT computation
time is significantly less than that of Fabric.

In Figure 7b, we present the time required for trade fi-
nalization against two different variable conditions. The x-
axis shows the number of trades per block (ranging from 5
to 250) and the associated number of consensus participants
(ranging from 2 to 50). This is an important factor as the
number of endorsers directly impacts system performance. In
the first scenario, for 5 trades with 2 endorses per session,
the time required is ≈ 4<B and ≈ 3.8<B, which is almost
comparable. However, when number endorsers per session are
20 and trades are 100, then endorsing time increases sharply
(≈ 200<B) for Fabric, while PoBT requires only ≈ 80<B.
When nodes are 50 for 250 trades, then endorsement time is
about 1.25B while PoBT required only about 200<B. From
this analysis, it can be observed that PoBT has superior
performance in terms of time required to complete the trade
finalization. In both the results of Figure 7, the Fabric’s
performance has been obtained by configuring it for 51%
BFT. With 100% nodes participating in the consensus process
(such as the PoET solution) the time required would be
significantly higher. Hence, the proposed solution performs
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better for increasing number of trades and participating nodes.

C. Memory Requirement Analysis

We use the local ledger to improve the scalability and
memory requirements at IoT nodes. It is important to note,
that the consensus formation algorithms do not impact the
memory. It is the trade & block size that effects the scalability.
In the proposed novel solution, splitting the ledger reduces
the memory requirements on each peer. Figure 8a shows the
memory required in MB against the increasing number of
concurrent trades (from 1 to 500 per block) during block
formation. Fabric is shown as a generic chain which grows
linearly. It is important to note that each peer node has to
allocate this memory. However, in the proposed solution with
PoBT, this requirement is reduced and is represented as IoT
Node ledger. This is a significant reduction in terms of memory
across all nodes. The local ledger memory is shown for single
nodes local trades and does not affect other nodes.

Figure 8b shows the memory needed as the ledger size
grows with the addition of blocks. A distributed ledger requires
much less memory overall in the IoT system. With PoBT
consensus this distribution is still validated at multiple levels
of trade verification and block creation.

D. Bandwidth Requirement Analysis

Figure 9 shows the bandwidth analysis of the proposed
PoBT consensus algorithm. Blockchain scalability is depen-
dent on numerous parameters, and the communication speed
of the connecting network is perhaps the most important one.
As the consensus has to be formed within a given block
closing time to achieve the desired transaction rate, it is
important to analyze the required bandwidth. We measure
this by varying the number of concurrent trades per second
(1 to 500), and participating nodes (2 to 16). Figure 9a
shows that the bandwidth demand increases as the number of
concurrent transaction increases (indirectly by the increasing
number of IoT nodes). In a generic blockchain, this demand
is almost linear and proportional to the increase in trades.
However, in PoBT it is also significantly lower by ≈ 50%.
It is important to note that this required bandwidth is for
each peer in the blockchain network. PoBT takes advantage
of trade segregation for local transactions, hence, the load on
blockchain peer nodes is reduced without compromising the
security level.

From an orderer perspective, Figure 9b shows the re-
quired bandwidth, if a certain block closing timeout has to
be achieved. In order to achieve higher transaction rates,
blocks have to be committed quickly, which demands that
communication delays are minimal. In a generic blockchain
system with Practical Byzantine Fault Tolerance (PBFT),
51% of peers must form a consensus. In this experiment
the total participating nodes are 30, hence, to achieve 0.5
seconds blocking time, a minimum bandwidth of 8.4 Mbps
is desired at the orderer. However, with PoBT as the number
of participating peers is dependent on participating nodes in
a block, hence the required bandwidth extremely less, even
if 51% of nodes are participating in a session. Higher block
closing time would allow more delay in communication, hence
the data rate requirements are also reduced. It is evident from
this experiment that PoBT is extremely efficient in the network
scalability from a communications perspective also.

VII. CONCLUSION

Scalability and security are both crucial for IoT blockchain
systems. The success of blockchain is primarily based on
consensus formation by more than half of the peers for
each block. However, in large scale systems, this translates
to decreased transaction rate as the time to form consensus
becomes exponentially long. The modern business blockchain
systems like Hyperledger, have solved this challenge by reduc-
ing the involved peers and limiting verification to trades only.
However, both of these changes can allow malicious trades
to be committed, as block verification is not performed and
Byzantine Fault Tolerance is not mandatory. We propose a
Proof of Block & Trade algorithm, that enables the security
of block at both trade validation and block creation phases.
Moreover, we utilize a lightweight consensus algorithm that
incorporates peers based on the number of nodes participating
in a session. This reduces the computational time required
by peers and allows for higher transaction rates for resource-
constrained IoT devices. By using a distributed peer system for
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local and global trades, we have reduced the memory needs at
IoT nodes. The performance analysis shows that our proposed
algorithm also reduces the bandwidth required at critical points
of the network.
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