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ABSTRACT
Billions of devices on the Internet of Things (IoT) capture massive
amounts of data from everyday events, raising privacy and security
concerns. The current technology standard transfers the majority of
this data over the internet stores it, processes it, and uses it to train
machine learning (ML) and deep learning (DL) models on the cloud
server. Then, edge devices make decisions. However, this threatens
data privacy and security. Federated learning (FL) can be helpful in
this scenario because it transfers the model to the data. However,
issues like poor network connectivity, low bandwidth, and network
latency demand more research on edge-based models, on-device
training, and lightweight and low-overhead communication pro-
tocols. In this article, we present ToEFL, an incremental training
(T) on (o) edge (E) method for an FL network in a smart agriculture
application, addressing data bottlenecks and low computational
capability constraints. We selected plant disease detection as the
application. The whole idea is to train the model on the edge device
to reduce the frequency of server updates and make ToEFL suitable
for a remote village where internet service may be poor. The ToEFL
system can choose between server and local models based on model
performance, with the latter more tailored to a local dataset.
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1 INTRODUCTION
In the last few decades, the digital revolution has resulted in sig-
nificant development in areas like artificial intelligence (AI), ma-
chine learning (ML), deep learning (DL), natural language process-
ing (NLP), cloud computing, edge computing, and the Internet-of-
Things (IoT). Billion-IoT devices collect a large amount of data,
which demands a lot of computational power and cloud-based solu-
tions to train and infer ML/DL models (Fig. 1a). However, network
bandwidth and latency impair end device response, hindering time-
sensitive applications [29]. In edge-cloud-continuum solutions (Fig.
1b) the AI-enabled edge handles real-time data collection, process-
ing, and prediction for time-sensitive applications, while the cloud
handles heavy-load tasks like training [35]. These two solutions
transfer data from the origin to the server. Nevertheless, the need for
distributed training, such as federated learning and edge-oriented
solutions, arises due to global data privacy and regulation activities
(Fig. 1c). Edge-based solutions, such as neural architectures, quanti-
zation, pruning, and effective training algorithms, are prioritized
for low-powered devices with limited processing power [3]. FL is
allowing distributed training to trade-off between data privacy and
computational load.

FL is a computing strategy aiming to train an ML or DL model in
a decentralized manner instead of training a centralized model on
a server [20]. It helps to overcome the data regulation and privacy
aspects, as well as unreliable and low-bandwidth internet connec-
tions. Clients, such as mobile phones, personal computers, tablets,
and application-specific IoT devices, act as decentralized training
nodes and actively participate in training with the local data. Once
the training is complete these nodes send the local model updates
to the server. All the updates are then aggregated to generate a
global model in the server.

The rest of the article is organized as follows: the research prob-
lem, the proposed solution, and its significance are discussed in
Section. 2. We briefly describe recent work on various aspects of
FL and the motivation of our study in Section 3. Section 4 presents
the methodology of our work focusing on the model architecture,
training protocol, the data pipeline, and the implementation in de-
tail. The results are discussed in Section 5. Finally, the conclusions,
limitations, and future work have been discussed in Section 6.

2 CONTRIBUTION OF THE CURRENT PAPER
2.1 Problem Addressed
In [12] and [13], the authors explored the feasibility of deployment
of CNNs in TinyML devices and extended that idea to deploy in
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Figure 1: Types of Cyber-Physical Systems for Agriculture

a decentralized federated learning (FL) environment. This paper
also aims to prioritize data privacy. Here, we studied whether com-
plete training on an embedded board is viable compared to partial
training in [13].

2.2 Solution Proposed
To address this we proposed an efficient trainingmethod with a data
pipeline to avoid the memory bottleneck for embedded systems. For
embedded systems, the majority of the research is on smaller size
neural architecture or data pipeline, validated with handwritten
digits dataset, MNIST (grayscale images of size 28×28) [11] and they
don’t reflect the real-world complexity. Hence, each model/method
should be validated using a real-life domain dataset.

2.3 Significance of the Solution
Our contribution can be summarized as:

• We present an incremental algorithm for training nodes of
an FL network to overcome the computational constraints.

• The unsupervised training method lets us add any unknown
class.

• A model selector block has been proposed to emphasize the
local database effect on local models rather than the global
model.

• Two different datasets have been used to validate the training
protocol.

• The training protocol for a single node has also been verified
in a Raspberry Pi-4B single-board computer.

3 RELATEDWORK
In this section, we briefly discuss current FL research on training
methodologies and FL networks.

In [5], authors explored the effects of the number of clients sam-
pled per round (cohort size) on FL. Strategies like structured updates
and sketched updates were used in [20] to reduce the uploading cost
from clients to the server and how the method efficiency is affected
by the number of communications between the clients and server,

has also been studied. The authors used the Federated Averaging
algorithm [23] to reduce the number of communications. The con-
volutional model from [31] was trained with CIFAR-10 data and
also an LSTM next-word prediction model with data from Reddit
[2].

Network communication is a major limitation in FL as the local
model needs to send the updates to the global model. In [25], the
authors presented a method using rate-distortion theory to reduce
the average communication cost. A recurrent neural network (RNN)
model was trained on-device to predict the next word in mobile
virtual keyboard [16]. The work shows how to train language mod-
els on client devices. To improve the performance for non-IID data,
the authors in [21] proposed a model contrastive learning approach
where the similarity between the model representations is used
to rectify the local training for the clients. An open-source frame-
work for training ML models in the FL setting was presented in
[28]. It facilitates the training of ML models in an FL production
environment. Table. 1 describes some more studies, their methods,
and findings.

From the above discussion, it is clear that most efforts to improve
the FL paradigm focused on improving client-server connectivity
or cloud training methodologies. However, localized training is nec-
essary considering the heterogeneity of user data [18]. Additionally,
weak network connections in remote communities can hinder re-
curring client model updates to the server. Using edge-based model
training instead of fine-tuning can overcome this limitation.

In Agriculture, vast IoT sensors collect massive amounts of data
and are an ideal application field for FL. Researchers are trying to
solve various agricultural issues like plant disease [12, 17], disease
and pest detection [8], crop classification [19], intrusion-detection
for IoT devices [22] and so on. However, the majority of the research
is focused on a specific agro issue and does not address the training
aspects of FL in an agriculture setting.

4 PROPOSED METHOD
The discussion in Section 3 revealed that the edge-based training
of AI models is one of the ways to efficiently run an FL-based
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Table 1: Works on Various Aspects of Federated Learning

Papers Methods Findings
[18] Model Agnostic

Meta-Learning
FL is personalization focused.
Used-based fine-tuning of the
model presents a more accurate
model than when optimizing is
done for the global model.

[4] A generative
model

Manual dataset sanity is not
possible in FL. The model de-
bugged common data issues
where manual data inspection
is impossible.

[33] Norm thresh-
olding and
weak differen-
tial privacy

As FL is a decentralized process,
adversarial attacks pose a seri-
ous problem in FL. The attacks
could be resisted with the men-
tioned strategies without affect-
ing the performance.

application. We propose ToEFL, a novel method for Training (T) on
Edge (E) for an FL network of a smart agricultural [26] application.

4.1 Overview
Here, we propose an incremental training protocol (Algorithm.1). It
allows the resource-constrained edge nodes of an FL system to han-
dle data processing, model training, model selection, and inference.
When images are available to a node, unsupervised learning allows
adding new and unknown classes. A high-level overview of an FL
network using ToEFL is provided in Fig. 2a. It has three levels: end
device, edge, and cloud server. (Fig. 2b) shows all modules in an
edge node. Figure 2c outlines the key steps: data collection, process-
ing, edge model training, server updates, local model aggregation,
global model transmission, edge model selection, and inference. Fig.
3 depicts the workflow of training the local model in an edge node.

4.2 Network and Training Protocol
The disease classification network has two parts- feature extractor
and classifier. The feature extractor extracts the features from the
images and the classifier classifies the images based on the feature
vectors. However, loading all the extracted feature vectors in a data
frame is too large to fit into the memory of an edge device. Hence
we followed the training protocol mentioned below:

• We used transfer learning for faster training and higher accu-
racy. MobileNetV2 [30] pre-trained on ImageNet [9] dataset
has been used as the feature extractor and feature vectors
were obtained from a pre-specified layer (we omitted the last
five layers of MobileNetV2).

• The feature vectors from the input images are extracted
batch-wise (in our experiment 𝑏𝑎𝑡𝑐ℎ𝑠𝑖𝑧𝑒 = 32) to save in a
.csv file.

• Accessing all the feature vectors at once by loading them
to memory can stall the training. Hence, we train the clas-
sifier with the feature vectors of images one by one using
Algorithm.1.
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Figure 2: Details of the Proposed Method, ToEFL. (a) shows
the higher-level overview of an FL network. (b) depicts the
modules in an edge node. (c) shows the seven main steps of
ToEFL of any branch (e.g., the red-circled branch).

• The classifier is encapsulated in a pipeline. Standardization
of the feature vectors is first performed in the pipeline to get
a standardized distribution with a 0 mean and unit variance.

• We experimented with the logistic regression as the final
classifier layer to map standardized feature vectors to class
labels. As this case is a classical multi-class (𝑀) classification
problem, we used OneVsRest with linear regression to accom-
modate multiple classes. So, we train the multi-class classifi-
cation problem as separate𝑀 binary class problems where
each classifier 𝑓𝑚 is trained to determine whether the feature
vector belongs to a class𝑚 or not where𝑚 ∈ {1, 2, ..., 𝑀}.
For a test example 𝑐 , all𝑀 classifiers are run for 𝑐 , and the
highest score is selected. As the optimizer SGD (with learning
rate 0.01) and loss function log loss have been used.

• The classifier has also been trained in an unsupervised way
so that future unknown classes can be classified.
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Figure 3: Workflow of Training in an Edge Node.

Algorithm 1 How does ToEFL work?

1: Input: Image I
2: Output: Prediction P
3: Random weights𝑤0 are initialized to the global model in the

Server;
4: 𝑤0 is sent to all the edge nodes N of the FL network;
5: for 𝑛 ∈ 𝑁 do /* Training for all the nodes. */
6: Set a list for the𝑚𝑒𝑡𝑟𝑖𝑐 and initialize its value to a empty

list;
7: 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 = 0;
8: Set a batch size;
9: while 𝑖𝑚𝑎𝑔𝑒 ≠ 𝑁𝑜𝑛𝑒 do /* When images are available to

a node. */
10: Make image batches B.
11: for 𝛽 ∈ B do
12: Extract feature vectors F from 𝛽 using the feature

extractor module;
13: Flatten F for 𝛽 ;
14: Save F ;
15: for f ∈ F do
16: Send f to the classifier pipeline;
17: Predict P for f;
18: Update the weights;
19: end for
20: Delete F
21: end for
22: Save𝑚𝑒𝑡𝑟𝑖𝑐 ;
23: 𝑐𝑜𝑢𝑛𝑡𝑒𝑟+ = 1;
24: end while
25: if 𝑚𝑒𝑡𝑟𝑖𝑐𝑐𝑜𝑢𝑛𝑡𝑒𝑟 ⩾ 𝑚𝑒𝑡𝑟𝑖𝑐𝑐𝑜𝑢𝑛𝑡𝑒𝑟−1 then
26: Send the local model M𝑙 to the server;
27: Server aggregates the model as per [24];
28: Server sends the global modelM𝑔 to n;
29: end if
30: if 𝑚𝑒𝑡𝑟𝑖𝑐𝑙𝑜𝑐𝑎𝑙 ≫𝑚𝑒𝑡𝑟𝑖𝑐𝑔𝑙𝑜𝑏𝑎𝑙 then
31: Keep theM𝑙 ;
32: else
33: Keep theM𝑔 ;
34: end if
35: Use the trained model M to predict the unknown image

𝑖𝑚𝑎𝑔𝑒𝑢𝑛𝑘𝑛𝑜𝑤𝑛 ;
36: end for

4.3 Data Collection and Processing
To validate the proposed method, two datasets were used. Both
datasets are available publicly- the cotton disease dataset [7] and
the corn or maize leaf disease dataset [6]. The cotton disease dataset
has four classes with 2310 images and the corn dataset also has the
same number of classes but with 4124 images. The images were
resized to 224 × 224 and normalized as per the mean and standard
deviation of the ImageNet dataset [10] as the feature extractor is pre-
trained on the ImageNet. Since real-life data come into the stream,
it eliminates the need for data storage facilities. Various image
augmentation strategies have been performed including vertical
and horizontal flip, transpose, random rotation, blurring, and grid
distortion.

4.4 Implementation
To validate the performance of ToEFL, we performed the classifi-
cation task for the datasets [6, 7]. A Raspberry Pi 4 Model B board
was used as the edge platform. The data was streamed from the
laptop to the Pi using the WiFi. To implement the pipeline and data
streaming, the River [27] library was used. The codes are written
in Python. NumPy, Pandas, and Keras are other libraries and ML
framework used in this work.

5 PERFORMANCE EVALUATION
Table. 2 describes the performancemetrics for both datasets. Among
those metrics, accuracy tells the total correct predictions by the
model. Here, accuracy between ∼ (72 − 74)% has been obtained
for both datasets. However, there is a gap between cotton disease
dataset [7] training and testing accuracy. As [7] has healthy and dis-
eased cotton plants, the shape and spread of the plants are different
in different images which caused the accuracy difference. However,
the training and testing datasets for the corn dataset, consisting
of leaf images, show similar types of accuracy. Fig. 4a shows the
confusion matrix (cm) for no image augmentation scenario and Fig.
4b shows that of with data augmentation. As the name suggests,
those metrics describe where the model was confused to predict. It
gives us an idea of how to improve the training. From the cm, we
calculated some other metrics. Precision tells howmany instances of
the positive class were predicted correctly among the predicted pos-
itive class and recall describes how many relevant instances were
correct. So, precision tells more about the quality of the prediction
whereas recall emphasizes more about sensitivity or quantity. One-
vs-all strategy is followed for the cases of multiple classes like here.
In this study, we were able to reach the same range for precision,
recall, and F1-score as accuracy.
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Reasons for lower performance metrics:
• In real life, the data comes continuously, and data storage in
resource-constrained edge devices is not advisable. Hence, in
real life, data will be coming in different conditions. However,
we didn’t have many images with various conditions. We
need more images with all types of conditions to have better
accuracy.

• Image augmentation has helped to get better accuracy for the
cotton dataset but degrades the model for the corn dataset.
This explains that a model with a higher capacity is needed.

• Image augmentation techniques used here might not be suit-
able for the used cases.

This study explains how the absence of data variations and mean-
ingful data augmentation can affect the training of any ML model.
As training on edge when the data come on the fly is a relatively
new area of research [32], an exact match for comparison is not
available. Table. 3 compares ToEFL with some works that employed
Raspberry Pi for training or testing. The table shows no other studies
did the training from scratch.

6 CONCLUSION
Federated learning enables IoT devices to train in a shared dis-
tributed way. Data is no longer saved in the cloud but is used and
stored at the local nodes. However, training in resource-constrained
edge devices demands more research on training protocols at the
edge, suitable models for TinyML devices, quantization, and prun-
ing techniques. This article presents an incremental training proto-
col for training an ML model at the edge. As the upload speed is less
than the download speed [1], the frequency of local updates to the
server has been reduced by extracting the features in batches. The
resource constraint has been addressed by training the classifier
with individual feature vectors. As ToEFL has been trained in an
unsupervised way so that unknown classes can be added to the
system. The node training has only been implemented here.

Data streaming strategies have been used to replicate the con-
tinuous data flow. On-the-fly data training makes training more
challenging because it takes longer to train as the training is per-
formed with the feature vectors one by one. Principal Component
Analysis (PCA) can address the high sparsity of the feature vectors.
Training with more data can also increase the accuracy.

Future work will include:
• The implementation of the entire FL system with model
overwrites facilities- an overwrite facility is needed because
there might be different crop fields where ToEFL is used. In
such cases, the local model predominates over the global
model.

• Training with field data will complete the study.
• A detailed study needs to be performed for the best data
augmentation strategies.

• More experiments on the model are needed which can pre-
dict complex images.
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Table 2: Performance Metrics for ToEFL for Cotton Disease and Corn Leaf Disease Datasets

Dataset No. of
Training

Data
Aug.

Precision Recall F1-Score Accuracy (%)

Data Macro
Avg.

Micro
Avg.

Macro
Avg.

Micro
Avg.

Macro
Avg.

Micro
Avg.

Training Testing

Corn 3617 No 0.72 0.72 0.74 0.72 0.69 0.72 75.23 71.72
Dataset 18080 Yes 0.67 0.67 0.61 0.67 0.62 0.67 69.48 66.66
Cotton 2204 No 0.72 0.72 0.74 0.72 0.69 0.72 79.85 72.71
Disease
Dataset

22041 Yes 0.73 0.73 0.71 0.73 0.74 0.70 81.46 73.91

(a) (b)

Figure 4: Confusion Matrices (CM) for Corn Dataset. Fig. shows the CM with no image augmentation and Fig. shows the CM
with image augmentation.

Table 3: Comparative Analysis with Existing Studies
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Edge
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