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Abstract—Software-Defined Networking has become an integral technology for large-scale networks that require dynamic flow management. It separates the control function from data plane devices and centralizes it in a domain controller. However, only a limited number of switches can be managed by a single and centralized controller which introduces challenges such as scalability, reliability, and availability. Distributed controller architecture resolves these issues but also introduces new challenges of uneven load and traffic management across domains. As real-world networks have redundant links, hence a significant challenge is to distribute traffic flows on multiple paths, within a domain, and across multiple independent domains. The selection of ingress and egress switches becomes even more problematic if the intermediate domain is non-cooperative. In this work, we propose a Dynamically Optimized and Load-balanced Path for Inter-domain (DOLPHIN) communication system, a customized solution for different SDN controllers. It provides control beyond the virtual switch elements in intra and inter-domain communication and extends the range of programmability to wireless devices, such as the Internet of Things or vehicular networks. Extensive simulation results show that the traffic load is distributed evenly on multiple links connecting different domains. We model data center communication and 5G vehicular network communication to show that, by load balancing the flow completion times of the different types of network traffic can be significantly improved.

Index Terms—Software Defined Networking, Inter-Domain Communication, Vertical Programmability, Load Balancing

I. INTRODUCTION

In traditional networks, every network layer element has its own decision making power and control mechanisms. With the rapid growth of the Internet and a large number of autonomous systems, it has become complicated for network administrators to configure each device separately [1]. Software-Defined Networking (SDN) [2], [3] is a networking paradigm that decouples control logic from the data plane and centralizes it as a software-based entity. Due to this separation, data plane devices become simple forwarding nodes and update the control plane by using well-defined Application Programmable Interfaces (APIs) [4]. OpenFlow [5] is one of the most widely used southbound API used for this purpose. Based on the information provided by data plane devices, the control plane generates a global view of the network and pushes forwarding rules to the data plane. The high-level management plane communicates with the control plane to enforce various policies to control the network. Due to its promising features and flexible network management, SDN has been deployed in various network environments, such as data centers [6] and wide-area networks [7].

Once the routing control is shifted to the centralized controller (as compared to independent routers), hence the traditional switches have to be replaced with SDN switches, which use flow tables for forwarding. As soon as the switch receives a new packet, it matches the packet header with flow entries present in the flow table. In response to this matching (if it finds any flow entry), the packet is forwarded to the corresponding port. Otherwise, the packet is either dropped or forwarded to the controller using the Packet_IN message. In response to this request, the controller generates a Packet_OUT message and installs flow entry on the switches along the path. Eventually, the switch takes action against this entry and forwards the packet to the port for data transfer. Once a flow entry is installed, the switch takes action according to this rule. In the case of multiple paths between source and destination, the controller picks one path to install (or selects an existing flow group), however, this path remains the same for the duration of that flow. This may create an overload on specific network links, while other possible paths remain underutilized.

The architecture of SDN is centralized, and only a limited number of switches can be managed by a single controller [8]. Moreover, whenever a new packet arrives at a data plane element, it requires the involvement of a controller to process this packet. An overloaded controller cannot process this...
The centralized architecture also introduces reliability issues due to a risk of controller failure [10]. To address the above issues, distributed controller architecture is used which can be classified as distributed (flat) and hierarchical architectures where every controller is responsible for its domain and updates either neighboring controllers or a root controller [11], [12]. Similar to the centralized domain, the issue of uneven load also exists in multiple domains but the extent is far greater as the different domains are controlled by their respective controllers. Inter-controller coordination becomes a complex task, as a path selected by one domain controller may not be the optimal path for the other domain.

In real-world networks, there are always multiple paths between source and destination pairs. These pairs may either be in the same domain or different domains. Load balancing is a method that is used to distribute the traffic load evenly on different paths. Major goals of load balancing are to: maximize throughput, minimize delay, traffic shaping, and improved flow completion time. Load balancing can be divided into two categories as static and dynamic. In static load balancing, the route is calculated and allocated before the traffic transmission, and cannot be changed during data transmission. Since the behavior of the user cannot be predicted, so it has poor flow scheduling and causes congestion if the source transmits a large number of flows. Dynamic load balancing, on the other hand, can schedule traffic according to traffic statistics which is updated periodically and provides better results as compared to static load balancing. However, this can create overhead in flow installation and processing.

In some specialized applications such as the Internet of Things (IoT) [13], the network is composed of heterogeneous devices like, home appliances, sensors, and other electronic devices that can transfer data freely through the Internet. These devices are connected with data plane elements (i.e., the SDN switches), however as they are not Openflow compatible, hence their position in the layered SDN structure is not well defined [14]. In this work, we consider these devices as part of the perception plane, as shown in Figure 1. In the global view of the controller, perception plane elements cannot be seen and OpenFlow cannot install flow rules on these elements. Hence, load balancing and global view for the elements of perception plane is an added challenge in IoT domains.

To solve the problems of the uneven load over different paths between source and destination residing in multiple independent domains, and to provide flow control over perception plane elements for optimized traffic flow, we propose Dynamically Optimized and Load-balanced Path for Inter-domain SDN Communication (DOLPHIN). The proposed solution provides dynamic load balancing where paths can be changed on the fly during data transfer. The solution is implemented as a module on the SDN controller and provides horizontal load balancing (inter-domain) and vertical extension (into perception plane). In horizontal load balancing, it enables dynamic traffic load optimization over multiple paths in a single as well as in multiple domains. Moreover, it manages traffic load among multiple domains even if they are not directly connected and non-cooperative domain(s) are present between the source and destination. In the vertical extension, it provides control over elements that are in the perception plane and balances load accordingly. The main contributions of this work are as follows.

- We propose a complete path computation and topology extension (horizontal and vertical) system in a multi-domain SDN environment.
- The proposed solution balances traffic load evenly on multiple links, not only in single but across multiple domains. It computes the weight value of each path based on multiple metrics to find the optimal path at any given time.
- In the case of a non-cooperative domain between source and destination, it selects egress and ingress gateway nodes that provide an optimal path across that domain, while balancing the load in cooperative domains.
- The solution creates sub-controllers on access nodes to extend the reach of SDN into the perception plane and is capable of installing flows on mobile devices, with minor application layer modifications.
- Extensive evaluations have been done to show the proof of concept, and implementation has been done in a data center and vehicular network environment to determine the performance.

The rest of the paper is organized as; Section II describes the background of various existing algorithms, while system design and architecture is presented in Section III. Section IV provides details of horizontal intra-domain load balancing whereas, inter-domain load balancing and vertical extension are discussed in Section V. Section VI presents the simulation setup for experiments and performance evaluation. Conclusion and future work are discussed in Section VII.

II. RELATED WORKS

Initially, SDN was based on a single controller design with a global network view responsible for managing the complete network. Controllers like NOX [15] and POX [16] are primary examples of such implementation. However, due to the scalability and performance limitations, several studies...
suggest the use of distributed controllers, such as [10], [17]–[19]. These solutions enabled SDN for large scale networks but introduced some new challenges in terms of load balancing and dynamic optimal path selection. Load balancing on different paths and load distribution of the controller are two different challenges. In this work, we address the challenge of dynamic load balancing on different paths among source and destination, in traditional networks and perception plane.

A. Load Balancing for Traffic Management

The work in [20] aims at dynamic balancing of traffic load in SDN for flows under a single domain. It selects a transitory path for the fresh flows, and if the load on a link is unstable, it diverts the flows onto a different path. The main issue with it is that it sometimes changes the paths without need which creates oscillation. In [21] authors discussed the shortest path, shortest feasible path, and widest path by using modified Dijkstra’s algorithm. However, this solution is also aimed at a single domain SDN. In [22] authors described a multipath routing scheme where the best optimal path is selected from multiple paths under a single controller. The authors used the Ryu controller to measure the network parameters for quality of service such as latency, packet loss, and throughput. Authors in [23] used the POX controller and enhanced network performance by using a proactive approach where different paths are assigned to multiple flows evenly based on the bandwidth of these paths. Authors in [24] provided load balancing in the Data Center Network environment using the POX controller and assessed its performance through OpenFlow Statistics.

Table I: Comparative analysis of existing solutions.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Intra-Domain</th>
<th>Inter-Domain</th>
<th>Vertical Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>Controller pool usage</td>
<td>-</td>
<td>No</td>
</tr>
<tr>
<td>[20]</td>
<td>Flow load balancing</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[21]</td>
<td>Path optimization</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[22]</td>
<td>Multipath selection</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[23]</td>
<td>Multipath assignment</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[24]</td>
<td>Flow load balancing</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[25]</td>
<td>Dynamic load balancing</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[26]</td>
<td>Dynamic, Threshold-based, Congestion avoidance</td>
<td>P2P SDN, Loop avoidance</td>
<td>No</td>
</tr>
<tr>
<td>[27]</td>
<td>-</td>
<td>Scalability using coordinator controller</td>
<td>No</td>
</tr>
<tr>
<td>[29]</td>
<td>Controller and Link load balancing</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[30]</td>
<td>-</td>
<td>Switch migration</td>
<td>No</td>
</tr>
<tr>
<td>[31]</td>
<td>-</td>
<td>Switch migration, Controller hierarchy</td>
<td>No</td>
</tr>
<tr>
<td>[32]</td>
<td>Inter-Controller msgs., reduction</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>[33]</td>
<td>ML for controller load balancing</td>
<td>-</td>
<td>No</td>
</tr>
<tr>
<td>[34]</td>
<td>Path optimization</td>
<td>-</td>
<td>For UE only</td>
</tr>
<tr>
<td>[35]</td>
<td>MPLS for flow optimization</td>
<td>-</td>
<td>No</td>
</tr>
<tr>
<td>[36]</td>
<td>Flow path optimization</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[37]</td>
<td>Multipath Solution</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

| This Work | Dynamic flow management | Dynamic flows (w/out cooperative domain) | Yes (with multipath) |

Their technique also implemented path restoration and traffic classification. DLPO [25] is another solution for dynamic load balancing under a single domain where flows of a congested path are redirected to a lightly loaded path after updating the flow tables of associated switches to reduce the risk of packet loss. mED-SDN [26] describes an approach that uses REST API and modified Dijkstra’s algorithm for SDN. It uses a threshold value, which is set by the algorithm for congestion prevention mechanism. It finds a new path when the bandwidth exceeds the threshold value. Inter-domain multi-path routing is addressed by using traffic engineering in a P2P SDN [27], where the authors discussed information exchange among multiple domains, path aggregation, and overhead. The authors focused on routing loop formation and proposed a solution using a routing table, topology table, and an advertisement table. The work in [28] proposed a multi-domain architecture and used a coordinator controller, which is connected with domain controllers using a unified NBI. However, this work does not address load balancing on multiple paths among domains. Its primary focus is the scalability issue for multiple domains handled by controllers from different vendors.

B. Balancing of Controller Load

Load balanced routing for links and controller (LBR-LC) [29] exploits a routing based algorithm and analyzes its approximation performance. It reduces the response time of the controller (by load bounds) and achieves link load balancing (using network area bounds). The work in [30] proposed a method for balancing the uneven load in the control plane by shifting load away from heavily loaded controllers. This is achieved through switch migration. However, the migration process requires some delay during the re-configuration of devices, especially in large scale networks. Another solution [31] works as a controller module, and switches are connected with multiple controllers but only one controller is connected as the master. Each controller gathers information about its domain and compares it to that of other domains. If its load is greater as compared to the rest of the controllers, then it selects and migrates switches to a less loaded controller. However, this requires extensive information about the load and synchronization of controllers which may reduce overall performance. In [32] authors proposed a load balancer application to reduce the inter controller control messages. At the same time, the authors proposed a multi-policy controller where multiple applications can control the network. As the switch to controller mapping is static, hence a controller may become overloaded if a large number of flows arrive. Elasticon [18] presents an architecture where the load of a controller is computed, and the controller pool can be dynamically expanded and shrunk, which enhances the network performance and throughput. In [33], the authors proposed multi-agent reinforcement learning to balance the controller load. It uses offline training and online decision making to balance the workload of controllers.

C. Path Optimizations

In [34] authors propose full, partial, and heuristic path computation optimized strategies specifically for 5G enabled
SDN-based transport network (wireless and wired), emphasizing increased QoS experience. All the proposed schemes use linear integer programming optimization modules to recompute all the available paths between the OVS switches, SDN controller, servers, and UEs to determine the network’s optimal configuration. There is no implementation of these algorithms, although the paper mentions ONOS. Traditional MPLS labeling has been applied in [35] to improve the network resource utilization by reducing the number of flow entries while reducing the controller-switch communication overhead. Flow tagging has been introduced into modified OpenFlow switches to achieve flow-based forwarding aggregation and multipath communication simultaneously. A flow-rule placement solution is proposed in [36] to incorporate the maximum number of flows while locating an immediate end-to-end path. Despite showing promising results, the solution does not consider using a distributed controller while existed flow-rules likely to reappear repeatedly in the controller. Path selection for egress traffic in the stub network is presented in [37]. The solution calculates the available path’s capacity and disseminates the traffic towards multiple paths using passive measurement techniques. A self-developed discrete-event simulator is used to form a client-server scenario that captures traffic in two identical data producer networks. The performance has been evaluated against the number of flows, their sizes, and their arrival time.

Contrary to the above-discussed studies, in this work, we focus on communication in multi-domain environments, with emphasis on path load balancing, selection of egress/ingress switches, and vertical extension to the data plane. The principle of path load balancing is weight-based and can be applied in both intra-domain and inter-domain communication. Consideration to non-cooperative domains is also given when multiple domains are involved. A major function of this work is to extend the data plane to the perception plane, where delegated control functionality is placed on access devices for multi-path multi-hop communication in a wireless environment. Recently, in [38] the authors have listed all of these objectives as major future directions of load-balanced SDN systems.

III. SYSTEM ARCHITECTURE

This section presents the overall architecture for the proposed approach. The architecture can be divided into two parts, the architecture of SDN planes, and the system model. In the architecture of SDN planes, we elaborate on the functionalities of different planes, while in the system model we describe the overall multi-domain design and different notations used in this work. The system model is further classified into two parts; horizontal load balancing and vertical extension. In horizontal load balancing, the load is distributed evenly on different links of data plane elements whereas, load balancing between data plane elements and perception plane elements is discussed in vertical extension.

A. Architecture of Planes

The architecture of Dolphin is aimed at large scale SDN networks. Here, we first explain the architecture and key components, as shown in Figure 1. It shows the high-level architecture for both horizontal load balancing and the vertical extension into the perception plane.

**Perception Plane:** At the base of the architecture lies the perception plane, which has different end-devices and some of these devices are connected with data plane elements by means of different interfaces (e.g., WiFi). Traditionally, the SDN architecture has SDN switches (capable of understanding Openflow) in the data plane and disregards other end-hosts. However, with the increase in diversity of end hosts and a complete topological structure, the extension of the data plane is referred to as the perception plane. The devices in the perception plane include mobile phones, sensors, vehicles, UAVs, or any other data generation/reception point, and may be connected to each other via different interfaces (e.g., WiFi, BlueTooth, NFC, ZigBee, and 5G). Nodes connected with data plane elements (SDN Switches or vSwitches) can be detected by the SDN controller (through SBI); however, end devices that are connected with these nodes are beyond SDN Switch elements and cannot be accessed by the controller. This plane involves the vertical extension of Dolphin, however, in horizontal load balancing, only data plane devices are used. The proposed vertical extension in this work allows access and flow installation at the perception level.

**Data Plane:** The data plane is above the perception plane, which has multiple domains. Each domain has SDN enabled (hardware or software) switches acting as forwarding nodes and are managed by a controller (which is part of the control plane). Connectivity among these switches enables multiple paths among different source and destination pairs. Moreover, border gateway switches of different domains are connected to each other via multiple links. Network information, link stats, and flow table updates are exchanged between controller and switches via the southbound interface (i.e., OpenFlow protocol).

**Control Plane:** The control plane in the proposed architecture contains several distributed SDN controllers (potentially from different vendors), which may or may not be connected in some hierarchy. Controllers manage flow tables of SDN switches under their respective domains. The SDN controller features represent the base network functions that are executed by the physical and virtual network managers of each controller. These functions extract topology updates, link states, and statistics (e.g., latency, packet loss ratio, and link utilization). After collecting this information, the controller can forward it to management plane applications.

**Management Plane:** The proposed Dolphin core algorithms can work as a management application in the management plane, as well as an integral part of the controller. It is preferable to use it as a management application, as this allows the control plane to have multi-vendor SDN solutions. The objective is to balance the load horizontally and vertically across the entire data and perception planes.

B. System Design and Communication Models

Horizontal load balancing is done entirely in the data plane among different domains, while vertical balancing additionally
involves the perception plane. Figure 2 shows the overall design and the working principle, along with different modules for the horizontal and vertical extension. In this subsection, we describe the connectivity structure of the proposed solution and different notations used in this work.

1) **Horizontal Model:** Horizontal load balancing is classified into two parts: intra-domain and inter-domain. In intra-domain balancing, the source and destination belong to the same domain, whereas, if source and destination are in different domains then inter-domain balancing is done. The system model for horizontal load balancing in the proposed system can be observed from the sample topology as shown in Figure 3. The inter-domain network is shown at the top as a collection of different domains connected through multiple links. The magnified view of each domain shows the control and data plane of each. We can observe that S1-S4 are SDN switches, which connect different end machines labeled as H1-H3. Also, this domain has SDN switches acting as gateways to other domains (GW1-GW3). Assume that the network has \( D = \{d_1, d_2, d_3, \ldots, d_n\} \) set of SDN domains, then the topology graph can be represented as \( G=\langle V^d, E \rangle \), where \( V^d = \{v^d_1, v^d_2, v^d_3, \ldots, v^d_m\} \) represents switches of domain \( d_i \), and \( E = \{(u, v) : u, v \in V\} \) is a set of edges to connect \( V \) switches. Any path between a source \( s \) and destination \( t \) switch in a domain \( d \) is represented as \( p_i = \{v^d_s, v^d_1, v^d_2, \ldots, v^d_t\} \) and \( p_i \in P \) where \( P \) represents a set of all shortest paths between source and destination pairs. It should be noted that traffic origination is a host, however, from a controller’s perspective, it is switch from where the flow begins. Hence, we have used switches to represent source and destination. Moreover, every edge \( E \) has a weight \( W_j \), where \( j \in [1-M] \) is a series of M non-negative weights and cost functions which includes; link weight, latency, and packet loss ratio to ensure the Quality of Service (QoS). Finally, the total weight of path \( p_i \) can be calculated as \( W_{p_i} = \sum_{e=0}^{n} W_e \), where \( W_e \) is weight of each link in path \( p_i \). Figure 3 also depicts that some domains may be connected directly (connecting through GW switches), while others have to send traffic across other domains to reach a particular destination. Most of these domains are connected via multiple paths. For example, D1 is connected with D2 and D3 through multiple links.

Formally we can define the problem as; a source \( v^d_s \) in domain \( d_i \) intends to communicate with \( v^d_t \) in domain \( d_j \), where \( v^d_s, v^d_t, v^d_j \in V^d \) and path \( p_i \) is said to be best optimal path if: \( W_{p_i} \leq W_{p_j} \), where \( p_i, p_j \in P \land p_i \neq p_j \).

**Intra-Domain Handling:** The main objective of intra-domain load balancing is to balance the traffic evenly on different paths when source and destination belong to the same domain. For example, let \( v^d_s \) and \( v^d_t \) are source and destination switches of domain \( d_i \) and there are two possible routes among this pair, which can be represented as \( v^d_s \rightarrow v^d_j \rightarrow v^d_t \) and \( v^d_s \rightarrow v^d_j \rightarrow v^d_t \). To find and redirect traffic to a less loaded path, a dynamic and adequate solution is required which is robust in determining the network state and adjusting the flow path to optimize the load. Note that this work’s objective is to change paths while flows are in progress.

**Inter-Domain Handling:** When the source and destination switches are in different domains (and under different controllers), two scenarios can be realized as directly connected domains or indirectly connected domains.

---

**Figure 2:** Overall system design and modules.

**Figure 3:** Topological structure used for the system model.
• **Directly Connected:** In this scenario, there are two or more domains (with their independent controllers) that are either adjacent to each other or are cooperative domains (i.e., under the same administration). Continuing from previous scenario, the destination switch is now present in a different domain \( d_k \). Hence, the available paths between source destination are \( v_s^{d_j} \rightarrow v_s^{d_j} \rightarrow v_s^{d_k} \rightarrow v_s^{d_k} \) and \( v_s^{d_j} \rightarrow v_s^{d_j} \rightarrow v_s^{d_k} \rightarrow v_s^{d_k} \) where \( v_s^{d_j} \), \( v_s^{d_j} \) are the gateway switches for domain \( d_j \) and \( v_s^{d_k} \), \( v_s^{d_k} \) are the gateway switches for domain \( d_k \). It is possible that for switch \( v_s^{d_j} \) best optimal path is through \( v_s^{d_j} \) whereas, for domain \( d_k \) optimal path for desired destination is via switch \( v_s^{d_k} \). This creates a challenging situation as one of the domain will have to use a sub-optimal path for communication.

It is worth mentioning here that in SDN, a single switch can be connected to multiple domain controllers. If it is, then, one controller becomes master and the other is a slave for that switch. Only the master controller can read and write rules, whereas the slave controller can only read the information to generate a global view. Hence, a gateway switch always belongs to a single domain (where the domain is defined by the master controller).

• **Indirectly Connected Domains:** In real-world networks, probability of intermediate domains between any source and destination domains is very high. Hence, when the source switch \( v_s^{d_j} \) and destination switch \( v_t^{d_m} \) have to communicate over domains where flow installation is not possible, then only best-effort delivery can be guaranteed. For example, domain \( d_m \) is a non-co-operative domain and is not willing to share its topological information thus; the available paths between source destination are \( v_s^{d_j} \rightarrow v_s^{d_j} \rightarrow X \rightarrow v_t^{d_m} \rightarrow v_t^{d_m} \) and \( v_s^{d_j} \rightarrow v_s^{d_j} \rightarrow X \rightarrow v_t^{d_m} \rightarrow v_t^{d_m} \) where \( v_s^{d_j} \), \( v_s^{d_j} \) are the gateway switches for domain \( d_j \) and \( v_t^{d_m} \), \( v_t^{d_m} \) are the gateway switches for domain \( d_m \).

2) **Vertical Modeling:** In order to provide the vertical load balancing, end devices connected with perception plane elements must be visible in the global topology at the controller. In practice, these end devices cannot be observed or accessed by the controller because OpenFlow works only at the SDN switch level. Our first goal is to generate the global network view along with end devices connected in perception plane elements. After creating the global view, the flows should be created which optimally connect the end devices, and then the load must be balanced evenly on multiple paths among them.

Figure 4 shows two SDN domains where the perception plane is at the bottom where \( n1 \) and \( n3 \) are the perception plane elements. These elements can be further connected to different end devices (e.g., \( n2, n4 \), and \( n5 \)) via different short-range radio interfaces (Bluetooth, NFC, DSRC, etc.). Moreover, these end devices could have multi-hop routing when they cannot communicate with access points directly. In this work, we provide the access points with similar capabilities as SDN switches, which are connected to the other wired-domain elements. In a communication scenario, assume that \( n1 \) and \( n3 \) want to transfer data, then in traditional SDN there could be different paths available, i.e. \( n1 \rightarrow AP1 \rightarrow S2 \rightarrow AP2 \rightarrow n3 \) and \( n1 \rightarrow AP1 \rightarrow S1 \rightarrow AP2 \rightarrow n3 \). However, in this work we extend the reach of the controller to the perception plane thus, making it capable of installing flows within the wireless domain. With the knowledge of \( n2 \)'s existence, a more optimal path can be established as \( n1 \rightarrow n2 \rightarrow n3 \). A practical example of such systems can be found in vehicular networks, where the same vehicle can be accessed through different roadside units (RSU) and vehicle-to-vehicle (V2V) communication.

IV. **Horizontal Intra-Domain Load Balancing**

In this section, we discuss load balancing among data plane elements inside the control of a single domain. Each source and destination pair is connected via multiple paths, as shown in the example topology of Figure 5. Switches \( S1 \) and \( S4 \) are connected through multiple paths as; \( S1 \rightarrow S2 \rightarrow S4 \) and \( S1 \rightarrow S3 \rightarrow S4 \). The proposed Dolphin intra-domain system runs in the management plane and redirects traffic on the less loaded path by re-configuring the flow table dynamically. It is important to clarify here that, while other state-of-the-art solutions install the flow for its lifetime, the proposed solutions dynamically changes the path, if it can find a better one. There are various sub-modules of the Dolphin system are discussed below and the complete process is given in Algorithm 1 for least weighted path selection.

**Domain Information Sub-Module:** The main objective of this sub-module is to generate the graph \( G=(V^d, E) \) which reflects the topology of the entire domain. It obtains the necessary information of network devices (e.g., IP & MAC addresses) and links (e.g., switch & port connectivity) from the controller. It also takes a record of gateway switches connected to its neighboring domains, which helps in inter-domain communication. The current state of network elements is collected in JSON and XML format using API interfaces of respective controllers. Moreover, this module retrieves port statistics from each switch of the network which helps to find the current value of link utilization. Based on the information, this sub-module creates the graph of the whole network and finds the optimal paths from source to destination. Depending on the required optimality, the shortest paths can be obtained using Dijkstra’s algorithm.
**Weight Computation Sub-Module:** This sub-module calculates the weight of each link by using OpenFlow statistics. The port statistics of each switch are provided by the topology information sub-module, which are then used to calculate the weight on each link. For example, the link utilization from flow class in time interval \( t_i \) can be obtained from the real-time port statistics as the bytes received \( N(t_i) \) during \( t_i \)th time interval \( t_e \). This is then integrated with the controller’s flow information for traffic types. Following this, the weight of each path is computed as a sum of each link on that path. In Figure 5, there are two paths from S1 to S4, and each of these paths has two links. Total weight on each path can be calculated as \( W_{p_i} = \sum_{e=0}^{n} W_e \) where, \( W_e \) is the weight of each link on path \( p_i \) and computed as \( W_e = \frac{\sum_{e}^{m} (R'_{e} + \gamma^e)}{L^e} \). Here, \( R'_{e} \) is the average flow rate of \( i \)-th flow class in \( t_e \) on the \( e \)-th link, \( \gamma^e \) is the standard deviation for the flow rate of \( i \)-th flow class on the \( e \)-th link, and \( L^e \) is the available link capacity of the \( e \)-th link.

Finally, these weight values are used to find the optimal path between source and destination pair, where less weight value signifies better optimality. Moreover, the list of associated switches is forwarded to the flow management sub-module for flow installation. If the destination does not belong to this domain, and the domain information sub-module has no information for the required destination then this module will compute and forward optimal paths from source to all of the gateways of this domain which is further used in the inter-domain communication module.

**Flow Management:** Responsibility of Flow Management Sub-Module is to install flow entries on devices forwarded by Weight Computation Sub-Module. It translates the path information into OpenFlow rules and adds or removes them at each switch. First, the new path is installed, and then the old path is removed. Notably, the controller is a centralized entity, thus it can be assumed that it is capable enough to undertake the load of the system. To avoid path oscillations, a threshold \( \beta \) is used relative to the \( p_i \)'s capacity and can be configured by the system administrator.

The complete process of Intra-domain load balancing is presented in Algorithm 1 where the shortest paths are computed after generating graph \( G \) for intra-domain communication. Weight values of each path are calculated by summation of link weights of each path and the path with minimum weight value is considered as the best path. Finally, the list of switches coming under the best path is returned by the algorithm in order to install the flow rules.

### Algorithm 1 Intra-Domain Path Selection Process

1: procedure **INTRA–DOMAIN**
2: \( G = (V^{d}, E) \)
3: \( V^{d} = \{v_{1}^{d_i}, v_{2}^{d_i}, v_{3}^{d_i}, ..., v_{n}^{d_i}\} \) where \( v_{x}^{d_i}, v_{y}^{d_i} \in V^{d_i} \) in \( d_i \)
4: \( E \): a set of edges from \( v_{x}^{d_i} \) to \( v_{y}^{d_i} \) in Graph \( G \)
5: \( P_i \): a set of non-disjoint paths from \( v_{x}^{d_i} \) to \( v_{y}^{d_i} \)
6: \( W_{P_i} \) : a set of weight of all paths
7: \( P_B \) : best Path
8: \( F \) : a set of switches to install flows
9: \( P_i \leftarrow G \)
10: for each path \( p \in P_i \) do
11: \( W_{P_i} = \sum_{e=0}^{n} W_e \)
12: end for
13: \( P_B = \text{min}(P_i, W_{P_i}) \)
14: \( F \leftarrow \text{list of switches in } P_B \)
15: return \( F \)
16: end procedure

### V. Inter-Domain Load Balancing and Vertical Extension

This section presents horizontal load balancing and vertical extension for inter-domain communication. If source and destination belong to different domains (horizontally or vertically), then inter-domain communication is required. In the proposed solution, some of the data plane devices (such as Access Points) are delegated partial controller functionalities in vertical extension, thus making them sub-domain controllers for the perception plane device groups. The communication between the domain controller and these sub-domain controllers (with delegated functions) is conceptually similar to inter-domain communication. As every domain controller has the information of its domain only hence, generating a detailed multi-domain global graph of the network becomes a challenge. Moreover, each domain controller only optimizes the path within its domain, hence, a gateway switch selected by the source as the optimal exit point, may not be an optimal entry point for the neighboring or destination domain. As all the controllers have equal rights within their domains, hence forming a consensus among them is challenging. Finally, the presence of a non-cooperative domain between source and destination domains is an added challenge.

In horizontal load balancing, if the domain controller receives a packet for a destination that is not under its domain, then the packet is forwarded to the inter-domain communication module. This module uses various sub-modules and collects information from all the controllers by using the REST API of the respective controller to create a global view of the complete network, thus enabling optimal inter-domain
communication. To generate the global view for different domains, connectivity of gateway switches of each domain is used. Horizontal inter-domain load balancing is classified into two parts; directly connected domains and indirectly connected domains. Similarly, the vertical extension also involves inter-domain communication, as we discuss later, that the Radio Access Network (RAN) is treated as a domain with a sub-controller at the AP. Similar to the intra-domain dynamic path changing principle, the paths are updated during the lifetime of the flow. Below we discuss each of the modules in detail, and then describe the complete process in Algorithm 2.

A. Directly Connected Domains

In directly-connected domains, gateway switches of source and destination domains are adjacent and connected, as shown in Figure 6. Here two different domain controllers are managing their respective domains. If there is only a single path connecting two domains, then the process is simple. Both domains only have to optimize the paths to the gateway switches in their domains. However, if there is more than one link connecting the domains, then selecting ingress and egress switches and balancing the load on multiple links is difficult. In either case, the proposed Dolphin solution can find the optimal path and balance the load dynamically. It is important to note that, there can be $n$ intermediate domains between source and destination. If all of these domains are cooperative, then we still consider the source and destination to be directly connected. In the following subsections, we describe the individual processes of the inter-domain module, as shown in Figure 6.

Network Information Sub-Module: Similar to the domain information process of the intra-domain module, the network information sub-module also has complete information on the data plane devices and links. This information is forwarded to it by the controllers of respective domains as a summary graph. When a flow is required, it first determines all possible paths from the source switch to the destination switch and then appends the network state information with each link. For simplicity, assume the topology as shown in Figure 6.

The global graph $G = (V^d, E)$ for these two different domains $d_i$ and $d_j$ can be designed by using following information: $V^d_i \subseteq V^d$ is a set of nodes in domain $d_i$, $GW^d_i \subseteq V^d_i$ is a set of gateways in domain $d_i$, $V^d_j \subseteq V^d$ is a set of nodes in domain $d_j$, $GW^d_j \subseteq V^d_j$ is a set of gateways in domain $d_j$, $E^d \subseteq E$ is a set of edges between $V^d_i$ & $GW^d_i$, $E^d_j \subseteq E$ is a set of edges between $V^d_j$ & $GW^d_j$, and $E^d_{i,j} \subseteq E$ is a set of edges between $GW^d_i$ & $GW^d_j$. Once it collects all the required information of switches and gateways from domain controllers, it generates paths from source to destination.

End-To-End Weight Computation Sub-Module: Based on the paths provided by the network information sub-module, the end-to-end weight computation sub-module calculates the weight on the individual links and sums all the weight values to find the total weight of each path. Furthermore, it computes the optimal path from source to destination by comparing these weight values. Path with less weight value is considered as an optimal path, and a list of all associated gateways and switches coming under the best path is forwarded to the deployment module for flow installation. The formulation is the same as that of intra-domain weight calculation, hence we skip it for simplicity.

Deployment Sub-Module: To install the flow entries on switches and gateways, this sub-module communicates with the domain controllers to provide a list of associated switches of each domain controller. Based on this information, each domain controller installs flow entries on each switch to establish the communication between source and destination pair. Similar to the prior explanation, $\beta$ can be used to avoid path oscillations.

Algorithm 2 presents inter-domain communication where a graph for the whole network is built by taking information from each controller. This graph is further used to find the shortest paths between source and destination pair. Weight
values of each path are computed by summation of link weights and path with minimum weight value is considered as the best optimal path. Finally, the list of switches is returned to the respective controllers to install flow rules.

B. Indirectly Connected Domains

Here we cover a scenario where the source and destination domains are connected via an intermediate domain, which does not cooperate in a topology information exchange or flow installation. The data plane in such a scenario is depicted in Figure 7 where the intermediate domain has five switches R1-R5. There can be multiple paths available, however, the Dolphin system has no control over them.

Periodic Probes: The Network Information Sub-Module of the inter-domain communication system periodically sends probe messages across the intermediate non-cooperative domain to estimate the network conditions, such as delay and available throughput. The objective is to find the optimal ingress and/or egress gateway from the neighboring domain. For example, in Figure 7, the network information sub-module sends probe packets from S2 & S3 towards dummy destinations connected to S6 & S8. By observing where the probe packet was received, it determines the potential path and its QoS properties in the non-cooperative domain. Using this information, this model then builds a list of paths with their network conditions, when a flow needs to be created over the said domain. It is important to note, that it is not possible to dictate a specific path within the non-cooperative domain, hence only the selection of ingress/egress switches is of importance to the proposed solution. If there is only one such pair, then he solution does not use probes, while the frequency of probes in the other cases is very less. From experimentation, we have observed that these probes have no performance effect on the links.

Flow Creation: The End-to-End Weight computation modules use the information gathered by probes, in the previous process to estimate the weight of using a specific egress switch (e.g., S2 or S3) when finding the optimal paths, using inter-domain formulas.

Flow Installation: The Deployment sub-module installs the flow from the source switch to the egress switch based on the optimal weight value as determined in the previous step (i.e. S2 or S3 in the example). However, it is important to install the rest of the flow on all possible re-entry points in the next cooperative domain. Hence, in Figure 7 the flow entries are made on both S6 and S8, as it is not possible to determine the behavior of the intermediate domain. Even during communication, the path may change, hence, the flow entries must be present for continued forwarding of flow. However, this only occurs when there are multiple gateways connecting the intermediate domain.

C. Vertical Extension

To enable the vertical extension and allow the controllers to have topological information beyond the SDN switches (into the perception plane), the proposed solution creates hybrid devices at the network access points. These devices are considered as secondary controllers, with the ability to discover the topology and configure underlying devices only. Hence, the partial control functions of the controller are delegated to the APs. This scenario becomes very similar to a generic inter-domain communication situation, with the only difference is that the secondary controller (or delegated control device) has limited capabilities. It is important to note, that in this solution, we assume that the underlying perception plane devices can communicate with each other and form an ad-hoc network. This assumption is realistic, as V2V, M2M, and 5G communication allows such multi-hoping in the mobile domain. In our implementation and evaluation, we have achieved this through similar programming of devices and custom wrapper classes for forwarding rules in the routing tables. Figure 8 shows the complete topological structure and the secondary controller’s control delegation. Here, we explain the working of inter-domain sub-modules in relation to this delegation.

Network Information Sub-Module: This module receives the topological information from controllers of different domains. In addition to this, it also receives the topological information from secondary controllers at APs. Each AP uses a specialized SBI for sending this information. It is important to note that this information includes, device details, interface types (data rate and technology), and connectivity. In the proposed system, we have enabled all mobile devices to run a piece of simple information reporting app, which updates the secondary controller with the desired information. After receiving this periodic information, the AP generates a sub-graph and sends it to the Network Information Sub-Module, where it is merged with the global topology graph to find optimal paths.

End-To-End Weight Computation Sub-Module: After computing all possible paths between data plane and perception plane elements, the weight value of each path is calculated. Unlike horizontal load balancing, weight computation in vertical extension is different because due to the involvement of different user level devices. Hence, \( W_e = \frac{\sum_{f=0}^{n} R_f L_f}{L_f} \) is used, without any traffic class. This is because only mice flows are allowed to traverse the perception plane links and \( R_f \) is the average flow rate of f-th flow using that link at the measurement time. Moreover, \( L_f \) is the leftover link capacity from a specific shared bandwidth value allowed by the device. After computing the best path, a list of switches is forwarded to associated controllers and sub-controllers for configuring the associated switches and devices, respectively.

Deployment Sub-Module: Similar to previous sections, this module installs the flows on switches and devices. Figure 8 presents a topology where APs are working as secondary
controllers as well. Two mobile stations (i.e., sta1 and sta2) are connected with these APs, and at the same time by using different interfaces these stations are connected with an end device n1. In order to transfer data between h1 and n1, there are two possible paths as S1 → AP1 → Sta1 → n1 and S1 → AP2 → Sta2 → n1. Both the APs and SDN controller forward all the connectivity information of their respective domains to the network information module. Based on this information, the global network view is generated which helps in finding the best optimal path. After weight computation, flow entries are forwarded to respective controllers, which then use the customized APIs to configure the routing and forwarding tables of the devices in the perception plane. It is important to note that such modification to device tables is possible in the majority of open-source systems.

VI. PERFORMANCE EVALUATION AND ANALYSIS

The performance of the proposed architecture and solution is evaluated in several scenarios. First, we present a proof of work, with a limited topological setup in Mininet [39] and its fork Mininet-WiFi [40] to evaluate the soundness of the approach. However, as this is only proof of concept and must be translated to real applications, in the second set of experiments, we implement the solution in a data center network scenario with multiple controllers to evaluate the flow completion times. This is a multi-domain environment with a diverse set of data traffic. Finally, we evaluate the extended perception plane architecture in a 5G vehicular network scenario to show the flow completion and path changes in a highly dynamic topology.

A. Proof of Concept

To evaluate the basic working principle of the Dolphin solution we have evaluated it in 4 different scenarios. The network is modeled in Mininet and Mininet-WiFi to mimic the 5G access, edge, and core networks. It is important to note here, that the objective of this work is not to evaluate 5G communication, rather we evaluate the effect of multi-domain SDN in a 5G environment.

In our evaluations, we have used OpenDayLight (ODL) [41] Beryllium-SR4 and FloodLight (FL) [42] controllers, both written in JAVA. FloodLight is a modularized and extensible controller with large community-based support. It uses the OpenFlow protocol to orchestrate flows in the SDN environment. OpenDaylight, on the other hand, provides extensive flexibility in a distributed environment. It is a collection of OSGi bundles that run as Apache Karaf components. Additionally, we deploy the extended Dijkstra’s algorithm proposed in mED-SDN [26] to compare our work regarding performance metrics such as RTT and link utilization. Although the performance evaluation for both works has been initialized in the Mininet-based test environment, the performance evaluation of [26] was limited to Abilene as the testbed topology, and ODL as a centralized controller. It is important to note that only ODL provides multi-controller support, hence the evaluation has been limited to it in the inter-domain experiments. Moreover, switch migration solutions are not comparable to the proposed multi-domain/vertical extension solution. Dolphin is implemented as a Python application and uses REST APIs as the northbound interface. The simulation parameters are listed in Table II, and the hosts only generate the traffic and are not considered for weight calculations.

1) Intra-Domain Communication: The initial scenario consists of a single SDN controller which can be realized as shown in Figure 9. There are four switches and two hosts connected at switches S1 and S3, respectively. It can be observed that there are two possible paths between the source and the destination. This scenario determines if the proposed
solution can maintain the optimal path and redirect traffic on a less loaded path dynamically. The main evaluation parameters in this scenario are the Round Trip Time (RTT) and the link utilization of different paths when H1 transfers data to H2. Figure 10 presents the minimum, average, maximum, and mean deviation RTT against Floodlight controller and mED-SDN, while Figure 11 shows the link utilization against different controllers. The experiments have been repeated 10 times, and average results are presented.

It can be observed from Figure 10, that there is a minor difference in minimum RTT between FloodLight controller, mED-SDN, and Dolphin. Average RTT is more than 1.5 ms with FloodLight controller whereas, mED-SDN performs better as compared to Floodlight and takes 0.3 ms to 0.6 ms. Dolphin outperforms both of the existing solutions and gives 0.25 ms average RTT. Similarly, maximum RTT is less than 1 ms, and the mean deviation is less than 0.3 ms with the proposed solution.

To compute link utilization on all possible paths from source to destination, we created two applications. One application generates the observed data flow, while the other generates random traffic across the network to model load on links. It can be observed from Figure 11 that without Dolphin the usage of the initial path is maximum, whereas the second path is neglected by using the OpenDaylight controller. For example, path P1 is overloaded with more than 50% utilization, whereas usage of path P2 is zero for the observed flow. It is important to note that the load generating application directs traffic randomly on the different links, hence it is not possible that the other path is overloaded with it. Similar to ODL, mED-SDN results show that its behavior is almost similar. Contrary to these, the proposed algorithm dynamically switches the path of the observed flow and utilizes both the links evenly. It can be seen that the link utilization is less than 30% for the observed flow on both links. Similarly, when the Floodlight controller is used, link utilization of one path is more than 70% and the other link is not being used at all. However, both of these links are being used to transfer data after running Dolphin and overall link utilization has been reduced for the observed flow.
Notably, due to multiple cost functions of weight value, there is no link flapping while Dolphin is used.

2) Communication Among Directly Connected Domains: The scenario to evaluate inter-domain (but directly connected) load balancing is shown in Figure 12a. It can be seen that there are multiple paths from the source domain to the destination domain, and within each domain, there are multiple paths from the egress/ingress switch to the destination switch. It is important to note that we have evaluated this using ODL only, as the Floodlight controller is entirely centralized, and does not work with multiple domains. Figure 12b presents the performance of Dolphin in terms of link utilization. It is evident that without the use of any load balancing system, the initially selected path is utilized throughout the duration of flow, while the other path has free bandwidth available. However, with the use of the proposed algorithms, both of the paths are utilized at the rate of 30% to 40% by the observed flow. Reduction of link utilization and load on both links proves that the load is distributed evenly and resources are being utilized efficiently.

3) Communication Among Indirectly Connected Domains: The third scenario uses almost the same topology as in the previous experiment, but with an intermediate domain as presented in Figure 13a. This intermediate domain does not provide any internal topological information and does not allow the proposed scheme to install paths on its switches. However, it uses a heuristic approach for the flows to transit through its network. For simplicity, we assume that the possible paths for observed flow are P1 and P2. Furthermore, the intermediate domain has some internal traffic so that the flows are disrupted. Figure 13b presents the link utilization for indirectly connected domain scenario. Due to changes in the uncontrolled intermediate domain, both links are used without applying Dolphin but this utilization is less than 5%. It is important to note that the link utilization shown here does not include the path-segment from within the non-cooperative intermediate domain. Hence, the links from H1 to egress of source domain (switch 4) and then switch 8 to H4 are the segments which are measured, which remains low due to the generic method. However, link utilization is improved for the observed flows to 10% after running Dolphin.

4) Communication Among Data Plane and Perception Plane Elements: Particularly for this scenario, we have used Mininet-WiFi to enable wireless communication. Mininet-WiFi is a fork to Mininet and extends its functionality by adding different classes to support stations and access points. In order to delegate control, we have modified Mininet-WiFi where an AP can act as a sub-controller. Moreover, the mobile stations are also made capable of interacting with controllers through a specialized SBI. Figure 14a presents the topology used for this scenario. Due to the delegation of controller functionalities to access points, it becomes an inter-domain communication. To evaluate vertical extension, we compute delay and evaluate by comparing the performance of a custom controller (i.e., secondary controller) and performance of directly connected domains in Mininet-WiFi.

Moreover, Figure 14 shows the delay with the custom and normal controller. The custom controller presents the delay when control is delegated to data plane elements to handle the perception plane. Whereas, normal controller delay shows a traditional SDN controller to handle data plane elements. Figure 14b presents delay when both of these controllers handle only 2 nodes. In Figure 14c and 14d number of nodes are increased by one. In all three cases, the delay with custom controller and normal controller is almost similar, which shows that after control delegation no additional delay is introduced.

The controller load is presented in Figure 15, where load is computed by using number of requests sent by each switch. It can be noticed that load is reduced slightly when control is delegated to data plane elements by using Dolphin. As communication among different devices at perception plane is handled by data plane elements which also work as controller thus, it reduces the load over the main controller.

B. Multi-Domain Datacenter Communication

We have implemented the proposed Dolphin algorithm in a simulated environment using Mininet and then raw data output...
has been processed in Matlab to evaluate scalability, response to realistic traffic, and overall performance.

The network topology is designed to represent a 4-post leaf-spine architecture, with a core router at the top, as shown in Figure 16a. The whole network consists of 4 such clusters as shown in Figure 16b. Each cluster mimics a domain, where the controller is running at the core router. The workloads used in experimentation are similar to the one in literature [43]–[45], which are derived from actual data centers. We use three different types of services: Web search, Data mining, and Hadoop. The traffic distribution of these services is shown in Figure 17. Each server in topology initiates connections for destinations in rack, in cluster, and cross-cluster with even distribution. The service type is also uniformly distributed for connections. All flows have associated completion deadlines. As part of the experiment, we have enabled the Dolphin algorithm to prioritize the flow installation of those flows which have higher priority (i.e., shorter deadline).

We have evaluated the performance of Dolphin in terms of the Flow Completion Times (FCT) as the main metric for comparison. We show the Normalized FCT for small flows, large flows, and for 99th percentile. The simulation parameters are listed in Table III.

The normalized flow completion times for all flows aggregated is shown in Figure 18. The overall FCT in Figure 18a shows a clear improvement in reaching deadlines within the given amount of time. At lighter loads on the network, the FCTs are comparable for all the controllers, but as the load on the network increases the congestion also increases. Figures 18b & 18c show mice flow completion as average, and at 99th percentile (note the change in scale). The performance increase is quite evident especially with a high number of connections in the topology against generic ODL. The large throughput sensitive flows also show improved completion time of orders of magnitude more in Figure 18d. The load balancing of new flows (for congested destinations) helps in reducing the congestion quickly at intermediate points, while the existing flows are switched to paths with less load. The knowledge of the network state helps in picking the appropriate path and dynamically change it using Dolphin. When Dolphin is made priority aware, it dynamically adjusts the flows for shorter deadline flows before the other regular flows. Hence, they experience better FCT as compared to the rest.

Figure 19 shows the completed flows within their deadlines and the average link utilization of the network within the rack, within the cluster (ToR to spine), and across the cluster. Figure 19a shows the percentage of completed flows within deadlines at different locations of the network. The performance of flows within the rack is almost similar in each case, as the possible paths are short and not many congested points are available. It becomes more prominent in cross-cluster communication and within the cluster, where there may be more congestion points. Dolphin has shown to complete 99.5% of the flows within the deadline. In Figure 19b we show the average utilization of the links, which gives an estimation of the load balancing through the minimum and maximum deviations. It needs to be clarified here, that the error lines are depicting minimum and maximum deviation in link utilization from the average. We can observe that the deviation is less when Dolphin is used, and more when generic ODL is working. Moreover, the overall link utilization for ODL is also less as compared to the Dolphin solution.

C. 5G Vehicular Network

In this section, we evaluate the performance of the proposed scheme for the vertical extension in 5G vehicular network environment. 5G networks extended for vehicular communication are also similar to inter-domain communication, where the Road Side Units (RSUs) connected through next-generation Node-B (gNB) to edge clouds [46]. These clouds are highly programmable and can have their own controllers. However, the controller can only view the gNB, while the perception plane (RSUs and vehicles with V2X communication) is not visible (or programmable). Hence, in this experiment we model the vertical extension of Dolphin, enable V2I and V2V communication [47]. It is important to note, that the objective
is not to evaluate the 5G communication, but use a 5G environment to model the connectivity of V2V and V2I systems. Hence, we have used a hybrid modeling environment. The topology and connectivity has first been built using NS-3 [48], and then time-stamped connectivity and data rate statistics of vehicles have been ported to Mininet-WiFi, where the hosts are modeled based on these input parameters. In Figure 20 we show the FCT and average path changes of topology, which has 3 edge clouds (i.e. domains) and parameters as shown in Table IV. For simplicity, all domains are cooperative.

Figure 20a shows the normalized FCT of all flows. It can be observed that by using the vertical extension of the proposed scheme, we can improve the completion times, as the flows within the V2X communication can be programmed and dynamically optimized. In Figure 20b we present the number of average path changes with the increasing number of flows. It is important to note that once the path is selected in traditional controllers it is not changed until the flow completes. Hence, ODL has only 1 path per flow. However for the proposed solution, as there are a number of flows, the possible path changes become more frequent. It is obvious that more path changes will mean more control information packets (flow installation packets) in the network. However, given the clear improvement in flow completion times, we believe that the control overhead is acceptable.

VII. Conclusion

In real-world networks, redundant paths are available between any pair of communicating devices, especially when they exist in different network domains. In most of the scenarios, these network resources in terms of link utilization are wasted because the flows are not dynamically managed. In this work, we have proposed a dynamic solution for SDN controllers which load balances the flows among multiple links dynamically across different domains. Furthermore, it also provides better resource utilization in case of an intermediate domain which is not co-operative. The solution gives dynamic control over network elements beyond the traditional virtual switches, in the perception plane, such as IoT devices, sensors, and mobile stations. Moreover, the algorithms developed in this work are also applied to vehicular communication, which is yet another example of an extended perception plane with unique requirements and different domains. The experimental results first establish that the solution is viable through a simple testbed, and then rigorous testing on the data center environment and 5G vehicular network further prove its capabilities.

Several future research directions can be taken for the work proposed in this article. The extension of perception plane devices may include different physical communications standards and their tight integration into the topological graph and Openflow data can be an interesting optimization. Similarly, intelligent flow rule modification at the access points, and understanding of Openflow can prove to be beneficial. Currently, the interfacing APIs between the master controller and delegated-control devices only work for the designed system. These APIs can be further extended and standardized.
to be more capable. Implementation of similar work in the UAV domain is also possible and may prove to be extremely valuable, and further experimentation can also be beneficial to evaluate performance.
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